2.2.2¢ A Starburst candy package contains
12 individual candy pieces. Each piece is
equally likely to be berry, orange, lemon, or
cherry, independent of all other pieces.

(a) What is the probability that a Star-
burst package has only berry or cherry
pieces and zero orange or lemon pieces?

(b) What is the probability that a Star-
burst package has no cherry pieces?

(¢) What is the probability P[F}] that all
twelve pieces of your Starburst are the
same flavor?

2.2.6" In a game of poker. you are dealt a
five-card hand.

(a) What is the probability P[R5] that your
hand has only red cards?
(b) What is the probability of a “full
house” with three-of-a-kind and two-ol-
\ a-kind?
o\ 26 25 24 2% o
- — e
5L 51 Do 49 " u¢
(26) 24|

5 21 l. \6\'\ —
’ BT
.5) 1114 21
kK 36§
555 AA

(2)g ) () () = P e e R

Toplawn (551\: T2x sk SoxYA x4 = 1 59¢ 94

S5xaxz XL %]




wa") g P({;M({-Dm) = ¥\l E_O'OO}L{L’]
| 2594 h

L
(15)\,1 y (,) x(” ) bui Ao o
T 2 | LX\/L .

2.2.7% Consider a binary code with 5 bits

(0 or 1) in each code word. An example

. - & .
ol a code word is 01010. )Hmv many differ-
b
ent code words are there? how many code
words have exactly three (0°s?

b) S)%r‘eam . o 5

as FD%S%@ Yo e .
$e,l//\\\cle, \O&Ur'\e,—\e,l,(l,{p < 7 ‘Y’ -
O oo}

, © 0 1o\ /OO 11 O | S loo) o010,

\OOO\,\OD\O/ ] O Vo L 1l9rTo o pDlIoO

S = § x4 - .
(3) N 20D farl lend belliones;

2.2.8 " Consider a language containing four
letters: A, B. (', D JHow many three-ﬁ:ﬁer
words can you form in this language?”How
many four-letter words can you form if each

letter appears only once in each word?”
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2.2.13° An instant lottery ticket consists

of a collection of boxes covered with gray <q 5
wax. For a subset of the boxes, the gray wax Ca 24
hides a special mark. If a player scratches -
off the correct number of the marked boxes
(and no boxes withont the mark), then that
ticket is a winner. Design an instant lottery
game in which a player scratches five boxes
and the probability that a ticket is a winner
is approximately 0.01.
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2.3.1¢ Consider a binary code with 5 bits
(Dor 1) in each code word. An example of
a code word is 01010. In each code word, a
bit is a zero with probability 0.8, indepen-
dent of any other bit. |

(a) What is the probability of the code
worcd 001117

(b) What is the probability that a code
word contains exactly three ones”
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2.3.47 In a game between two equal teams,
the home team wins with probability p >
1/2. In a best of three playoff series, a
team with the home advantage has a game
at home, followed by a game away, followed
by a home game if necessary. The series is
over as soon as one team wins two games.
e) What is I’[H], the probability that the team
with the home advantage wins the series?”Is
the home adv dnuwe incred‘-sed by pld\ ing a
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2.3.5¢ A collection of field goal kickers are
divided into groups | and 2. Group i has
31 kickers. On any kick, a kicker from
group @ will kick a field goal with proba-
bility 1/(i41), independent of the outcome
of any other kicks.

(a) A kicker is selected at random from
among all the kickers and attempts one
field goal. Let I be the event that a
field goal is kicked. Find P[K].

(b) Two kickers are selected at random: K
is the event that kicker j kicks a field
goal. Are K1 and K3 independent?

(¢) A kicker is selected at random and at-
tempts 10 field goals. Let M be the
number of misses. Iind P[M = 5].

Pl -

D) = ¢ wm}

Maphdmir ] ceqim
6V\bl\azjof“- Bu
Olman_é,a\g\:a_i(‘~

=1, 2

Gmmvt

G("Ou.r)’z. 5

?) Vi A can

é Vit ca

ému,f | " |

o lea.Sxﬂk
Goro

“wp 2 .é_. olasly

\ ‘/3
a) P[] - Pli<| e )PlGt]
+P&<<62,) P&

'15 2/3

LR/ S I
IR R s

1, N WA LA CAAN A 'D\Ols- a/\‘%f\.(

)\C,,, ‘9 Qs%\mg(}



o) P(M=5) = p(M=5[6.)P(&.)
+ (=5 Jé J?(G\

en) = (@Y S (1) (27

3

1

T
b
29?— q:OfI bt hate ov an

P(E): ng OIS Czwyo‘l—(Z)o‘q((—q)l
P (o) = ()qm) +(5) o )

G
,SD(E\.. (O;') 2 5% 9.1 x 99 v
“;&0.{) (O’l +Lt-5-)_’ Y. 6 %10

~r 3 2
P(M)Z 40 00 x0%1 + 10 X 9 x03L

i
o'(l (O.%\{— '@m) = ¥ .0\ x\90

?(O (5> (1) ! <§5 6}0 ((—61)5
= G xolx O,C} + 0’0(5
= o,ﬁL‘( o-s"+-o.°'z) = (& oAt = 0.92

2.4.3" Suppose a 10-digit phone number is
transmitted by a cellular phone using four
binary symbols for each digit, using the
model of binary symbol errors and deletions
given in Problem 2.4.2. Let ' denote the
number of bits sent correctly, D the num-
ber of deletions, and E the number of er-
rors. Find P[C =¢, D =d, E = €] for all c.
d, and e.
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Problem 3.2.2 o

The random variable V has PMF

Py (v) = c? p= 1,2,3,4
v 0 otherwise.

(a) Find the value of the constant c.
(b) Find P[V € {u2|lu=1,2,3,---}].

(c) Find the probability that V is even.
(d) Find P[V > 2].
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Problem 3.2.5 O

A tablet computer transmits a file over a wi-fi link to an access point.
Depending on the size of the file, it is transmitted as N packets where N

has PMF
¢/n n=1,23,
0 otherwise.

Py(n) = {

(a) Find the constant c.

(b) What is the probability that N is odd?

(c) Each packet is received correctly with probability p, and the. file is
received correctly if all N packets are received correctly. Find P[C],
the probability that the file is received correctly.
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Problem 3.2.6 O

In college basketball, when a player is fouled while not in the act of
shooting-and the opposing team is “in the penalty,” the player is awarded
a “1land 1.” In the 1 and 1, the player is awarded one free throw, and if
that free throw goes in the player is awarded a second free throw. Eind
the PME _of Y., the number of points scored in a 1 and 1 given that any
free throw goes in with probability p, mdependent of any other free throw.
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Problem 3.2.7 O

You roll a 6-sided die repeatedly. Starting with roll ¢ = 1, let_R; denote
_“M"' . . M .

the result of roll i. If &_?" then you will roll again; otherwise you stop.

Let N denote the number of rolls. c ?o/

(a) What is P[N > 3]? fg" Z ok :-",-—55-; | 32‘4)

(b) Find the PMF of N. ESC
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Problem 3.2.8 [ |

You are manager of a ticket agency that sells concert tickets. You assume
that people will call three times in an attempt to buy tickets and then
give up. You want to make sure that you are able to serve at least 95%
of the people who want tickets. Let p be the probability that a caller gets
through to your ticket agency. What is the minimum value of p necessary
to meet your goal?
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Problem 3.2.9 O
N number of Q?/(nb'
In the ticket agency of Problem 3.2.8, each telephone ticket agent is

Available to receive a call with probability 0.2. If all agents are busy
when someone calls, the caller heakts-a_busy signal. What is the minimum

number of agents that you have to hire to meet your goal of serving 95%
of the customers who want tickets?
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Problem 3.2.11 O

When someone presses SEND on a cellular phone, the phone attempts to

set up a call by transmitting a SETUP message to a nearby base station.

The phone waits for a response, and if none arrives within 0.5 seconds it

tries again. If it doesn't get a response after n = © tries, the phone stops

transmitting messages and generates a busy signal.

(a) Draw a tree diagram that describes the call setup procedure.

(b) If all transmissions are independent and the probability is p that a
SETUP message will get through, what is the PMF of K the number
of messages transmitted in a call attempt?

(c) What is the probability that the phone will generate a busy signal?

(d) As manager of a cellular phong.system, you want the probability of
a busy signal to be less than'0.02.\f p = 0.9, what is the minimum
value of n necessary to achieve your goal?
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Problem 3.3.7 o

When a two-way paging system transmits a message, the probability that

the message will be received by the pager it is sent to is p. When the
pager receives the message, it transmits an acknowledgment signal (ACR\}\

to the paging system. If the paging system does not receive the A€K, it Q/

sends the message again.

(a) What is the PN@QML;\q?‘_numb@& tm(e;)the system sends the

same message?
(b) The paging company wants to limit the number of times it has to

send the same message. It has a goal of P[N< 3] >0.95. What is
the minimum value of p necessary to achleve the goal?
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Problem 3.3.8 ®

(a) Starting on day 1, you buy one lottery ticket each day. Each ticket
is a winner with probability 0.1. Find the PMF of K, the number of
tickets you buy up to and including your fifth winning ticket.

(b) L is the number of flips of a fair coin up to and including the 33rd
occurrence of tails. What is the PMF of L7

(c) Starting on day 1, you buy one lottery ticket each day. Each ticket
is a winner with probability 0.01. Let M equal the number of tickets
you buy up to and including your first winning ticket. What is the
PMF of M7
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Problem 3.3.10 °

The number of buses that arrive at a bus stop in 7" minutes is a Poisson

random variable B with expected value T'/5.

(a) What is the PMF of B, the number of buses that arrive in T" minutes?

(b) What is the probability that in a two-minute interval, three buses will
arrive?

(c) What is the probability of no buses arriving in a 10-minute interval?

(d) How much time should you allow so that with probability 0.99 at least

one bus arrives? o(__T/E PO\ES"D(T{S’
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Problem 3.3.13 [ |

In a bag of 64 “holiday season” M&Ms, each M&M is equally likely to

be red ar green, independent of any other M&M in the bag.

(a) If you randomly grab four M&Ms, what is the probability P[E] that
you grab an equal number of red and green M&Ms?

(b) What is the PMF of G, the number of green M&Ms in the bag?

(c) You begin eating randomly chosen M&Ms one by one. Let R equal
the number of red M&Ms you eat before you eat your first green
M&M. What is the PMF of R"
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Problem 3.3.12 o

i

A (n,a = 1) random variable X has PMF
c(n)/z z=1,2,...,n
P =
x () {0 otherwise.

The constant ¢(n) is set so that 3"_, Px(z) = 1. Calculate ¢(n) for
n=12,...,6.



Problem 3.3.14 O

A radio station gives a pair of concert tickets to the sixth caller who knows

the birthday of the performer. For each person who calls, the probability

is 0.75 of knowing the performer's birthday. All calls are independent.

(a) What is the PMF of L, the number of calls necessary to find the
winner?

(b) What is the probability of finding the winner on the tenth call?

(c) What is the probability that the station will need nine or more calls

to find a winner?
a) Paswz("(G 07"”) (ﬂ—l (0}5)
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Problem 3.3.15 [

In a packet voice communications system, a source transmits packets
containing digitized speech to a receiver. Because transmission errors
occasionally occur, an_acknowledgment (ACK) or a negative acknowl-
edgment (NAK) is transmitted back to the source to indicate the status
of each received packet. When the transmitter smitter gets a NAK the packet
is retransmitted. Voice packets are delay sensitive, ., and 2 packet can be
transmitted a maximum of_d times. If a packet transmission is an inde-
pendent Bernoulli trial with success probability p, what is the PMF of T,
the number of times a packet is transmitted?
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Problem 3.3.16 ¢

At Newark airport, yourJetJoms a line as the tenth jet waiting for takeoff.
At Newark, inute. In
each one-minute interval, an arriving jet lands with probability p = 2/3,
independent of an arriving jet in any other minute. Such an arriving
jet blocks any waiting jet from taking off in that one-minute interval.
However, if there is no arnval then the waijting jet at the head of the line
takes off. Each take-off requires exactly one minute.
(a) Let Ly denote the number of jets that land before the jet at the front
of the line takes off. Find the PMF Py, (I). 1o
(b) Let W._denote the number of minutes you wait until your jet takes
off. Find P[W = 10]. (Note that if no jets land for ten minutes, then
one waiting jet will take off each minute and W = 10.)
(c) What |s[the MF of W7 f |
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Problem 3.3.17 &

Suppose each day (starting on day 1) you buy one lottery ticket with

probability 1/2; otherwise, you buy no tickets. A ticket is a winner with

probability p independent of the outcome of all other tickets. Let N; be

the event that on day i you do not buy a ticket. Let W; be the event

that on day i, you buy a winning ticket. Let L; be the event that on day

i you buy a losing ticket.

(a) What are P[W33], P[Lg7], and P[Ngg]?

(b) Let K be the number of the day on which you buy your first lottery
ticket. Find the PMF Py(k). ’““

(c) Find the PMF of R, the number of losing lottery tickets you have
purchased in m days.

(d) Let D be the number of the day on which you buy your jth losing
ticket. What is Pp(d)? Hint: If you buy your jth losing ticket on day

d, how many losers did you have after d — 1 days? L
- ie. va [Lp. o PAS

) Plwpl= 5 »p —> - bogioms e olaglar

P[_L_q?} = _._‘z‘r(l"r’)

'[Nog)= &

(ot E[Nﬁma &éw\/\fgj—rf’[Lgo »
) Gy TR

P (el - (..%Y — o tlEes
(> Praow (m, .‘.;i)

Pl = (
) Pam,e() {—

) (%)r (1’ -L%-L>M:— =0, -,
. L
V)@Y () e

P ) =



Problem 3.3.18 &

The Sixers and the Celtics play a best out of five playoff series. The
series ends as soon as one of the teams has won three games. Assume

that either team is equally likelx to win any game independently of any
i 2,

other game played. Find
(a) The PMF Py(n) for the total number N of games played in the series;

(b) The PMF PyA{w) for the number W of Celtics wins in the series;
(c) The PMF P;(l) for the number_ L of Celtics losses in the series.
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Problem 3.4.4 [ ]

At the One Top Pizza Shop, a pizza sold has mushrooms with probability
p=2/3. On a day in which 100 pizzas are sold, let N equal the number
of pizzas sold_before the first pizza with mushrooms is sold. What is the
PMF of N7 What is the CDF of N7
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Problem 3.5.11 C

Find P[K < E[K]] when ’9‘) LLIC,]

(a) K is geometric (1/3)

(b) K is binomial (6,1/2). F[K‘( 3} ? (L' {) + F[lﬁ :ILJ

(c) K is Poisson (3).

(d) K is discrete uniform (0,6). ( ) )__
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Problem 3.5.12 .

Suppose you go to a casino with exactly $63. ) At this casino, the only
game is roulette and the only bets allowed are red and green. The payoff
for a winning bet is the amount of the bet. In addition, the wheel is fair
so that P[red] = P[green] = 1/2. You have the following strategy: First,
you bet $1. If you win the bet, you quit and leave the casino with $64.
If you lose, you then bet $2. If you win, you quit and go home. If you
lose, you bet $4. In fact, whenever you lose, you double your bet until
either youwin a bet or you lose all of your money. However, as.soon as
you win a bet, you quit and go home. Let Y equal the amount of mo"rl{ey
that you take home. Find Py(y) and E[Y]. Would you like to play this
-game every day?
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Problem 3.5.14 &

You are a contestant on a TV game show; there are four identical-looking suitcases
containing $100, $200, $400, and $800. You start the gan game by randomly choosing a
suitcase. Among the three unchosen suitcases, the game show host opens the suitcase
that holds the median amount of money. (For example, if the unopened suitcases
contain $100, $400 and $800, the host opens the $400 suitcase.) The host then asks
you if you want to %se or switch one of the other remaining suitcases.
For your analysis, use the fo notation Tofr events:

e (; is the event that you choose a suitcase with i dollars. Q"\’ CL’““ Qo“ Foo

e (O; denotes the event that the host opens a suitcase with i dollars.

e [7 is the reward in dollars that you keep.

(a) You refuse the host's offer and open the suitcase you first chose. Find the PMF of
J2 and the expected value ELE]. i

(b) You always switch and randomly choose one of the two remaining suitcases with
equal probability. You receive the R dollars in this chosen suitcase. Sketch a tree
diagram for this experiment, and find the PMF and éxpected value of R.

(c) Can you do better than either always switching or always staying with your original
choice? Explain.
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Problem 3.5.16 ¢

Let binomial random variable X,, denote the number of successes in n
Bernoulli trials with success probability p. Prove that E[X,] = np. Hint:
Use the fact that "_f Py, _(z) = 1.

Pmi: P(k ()P (tp k=0, 1, o=

APAE )1( ) ,ff*
_—i x:;_;n-u \ ( -ﬂ fa

1o » e &f“’k"'-‘-“:-"ﬁﬁ
¢ b n nl le ( )n/[-_
2 — P ou-p
(k-9 (n-))
k= :
n
‘-LP n Cﬂ =l ) ‘ Fk._‘ (}np}n—
= O ((ne)
/ n—y ' :
(=~ "Pp n-| n-k -1
N ; . _ % ( L > PL (;-—f) =N ’P
e - e ) ~

¢ = | [C—:..z- ‘(‘93
a - n -t
tooos e ()7 e
e
o =W



Problem 3.5.17 ¢

Prove that if X is a nonnegative integer-valued random variable, then

—> | EX]= fp[xm].

k=0

ELX)= 0 Pl kb = 57 PlX=k] &
k—o

k= <

FRX=3)3 - - - -
i f([ X =1 i‘\% a \
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Problem 3.5.19 ¢

At the gym, a weightlifter can bench press a maximum of 200 kg. For

a mass of m kg, (1 < m < 200), the maximum number of repetitions

she can complete is R, a QWOH’\ variable with expected value

200/m.

(a) In terms of the mass m, what is the PMF of R?

(b) When she performs one repetition, she lifts the m kg mass a height
h = 4/9.8 meters and thus does work w = mgh = 4m Joules. For R
repetitions, she does W = 4mR Joules of work. What is the expected
work E[W] that she will complete?

(c) A friend offers to pay her 1000 dollars if she can perform 1000 Joules
of weightlifting work. What mass m in the range 1 < m < 200 should
—she use to maximize her probabitity-of winning the money?
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Problem 3.6.4 O

A source transmits data packets to a receiver over a radio link. The
receiver uses error detection to identify packets that have been corrupted
by radio noise. When a packet is received error free, the receiver sends
an acknowledgment (ACK) back to the source. When the receiver gets

a packet with errors, a negative acknowledgment (NAK) message is sent

back to the source. Each time the source receives a NAK, the packet is

retransmitted. We assume that each packet transmission is independently

corrupted by errors with—probability q.

(a) Find theRi—of X, the number of times that-apacket is transmitted
by the source. ———

(b)-Suppose each packet takes 1 millisecond—te—transmit and that the
source waits an additional milliS8ecend to receive the acknowledgment
message (ACK O{/‘NA r{ fore etransmlttmg Let T equal the time
required until the sﬂc essfully received. What is the rela-
tionship betwee of T e

L O

0.5 0 &<

[

<0.8



| -

P]‘ ({;) = % m"l (( Ol) —6 ‘ 0, 84(?"\« 090‘-!

Nt . Egtf‘ NA K ]szqyﬂL\

€
?T(H = g — — | (lﬁq) ! += .00}

© Nd% v.obs

-
L

Problem 3.7.4 o

Suppose an NBA basketball player shooting an uncontested 2-point shot
will make the basket with probability 0.6. However, if you foul the shooter,
the shot will be missed, but two free throws will be awarded. Each free
throw is an independent Bernoulli trial with success probability p. Based
on the expected number of points the shooter will score, for what values
of p may it be desirable to foul the shooter?
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Problem 3.7.6 O

True or False: For any random variable X, E[1/X] = 1/ E[X].
&
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Problem 3.7.9 &

A particular circuit works if all 10 of its component devices work. Each
circuit is tested before leaving the factory. Each working circuit can
be sold for k_dollars, but each -aonworking circuit is worthless and must
be_thrown away. Each circuit can be built with either ordinary devices
or ultrareliable devices. An ordinary device has a failure probability of
g = 0.1 and costs $1. An ultrareliable device has a failure probability of

©,. g/2 but costs $3. Assuming device failures are independent, should you

build your circuit with ordinary devices or ultrareliable devices in order to

maximize your_expected profit E[R]? Keep in mind that your answer will

depend
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Problem 3.8.4 O
Let X have the binomial PMF 1 Sntme A SG‘WS’CT - -l’f/>
7(- 4 Lf L
0,12 3y Py = (Has2* )

(a) Find the standard deviation of X
(b) What is Pluxy —ox < X < ux + ox], the probability that X is within

one standard deviation of the expected value?
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Problem 3.8.8 O

In real-time packet data transmission, the time between successfully re-
ceived packets is called the interarrival time, and randomness in packet
interarrival times is called ir:_i_t__t_e_r. Jitter is undesirable. One measure of
jitter is the standard deviation of the packet interarrival time. From
Problem 3.6.4, calculate the jitter op. How large must the successful
transmission probability ¢ be to ensure that the jitter is less than 2 mil-
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Problem 3.8.9 O
Random variable K has-aPoisson («) distribution. Berwe the propertles
E[K] = Var[K] = a. Hint: E[KQ] = E[K(K - 1)] + E[K].~ K& < (1—1)
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Problem 3.8.1 °

In an experiment to monitor two packets, the PMF of N, the number of
video packets, is

n |0 1 2
Py(n)|[0.2 0.7 0.1

Find E[N], E[N?], Var[N], and oy.
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Problem 4.2.4 o

The CDF of random variable W is

0 w < =5,

w-8l-5 _5<w< _3’
Fy(w) = % —3<w<3

1433 3<w<s,

1 w>5

(a) What is P[W < 4]7
(b) What is P[-2 < W < 2]7
(c) What is P[W > 0]7
(d) What is the value of a such that P[W < a] = 1/27
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Problem 4.3.3 o
Find the PDF f;{(u) of the random variable U in Problem 4.2.4.
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Problem 4.3.4 O

For a constant parameter a > 0, a Rayleigh random variable X has PDF

o0
alre—a /2 g > 0,
0 otherwise.

fx(z) = {
What is the CDF of X7

Not X~ 6 ouss l ><—l- Y \ ~ R&\éflz{%k )

o~ Grounss
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Problem 4.3.5 ¢

Random variable X has a PDF of the form fx(z) = %fl(x) + %fg(x),

where
_Ja 0<z<2,
hle) = {O otherwise,

cre ™ x>0,
0 otherwise.

fa(z) ={

What conditions must ¢; and ¢s satisfy so that fy(z) is a valid PDF?
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Problem 4.4.1 o

‘[:Urm _
Random variable X has PDF /,-J? i .\

£ () = {1/4 ~1<z<3,

0 otherwise.

-

Define the random variable Y byY =h(X) = X%} ,\7[‘){ (ZU)
(a) Find E[X] and Var[X]. .

(b) Find h(E[X]) and E[h(X)].

(c) Find E[Y] andu\éar[Y].

_ ()4 — -
Mm;_fmx@“ -

— . ¢
\/or(x):— e X.Ll ’&[X]} = ELXMI"‘L
3
el [era- 22 ]”- 2241 8
[ I I V|
Y= —| N vl
= [3 ()(}} - f S(zc) ][)X(Z,HX
7(’:-—-0-0
, - b =4 = Z
N y(?t%h T TRy T
K = (E'[;()) = 1 \>E -);



3 - 3 by
= Y
N IR
é}- 2D 2.0
X=-—) ~/
— ’)}@D»H ,;,%L.} 22
Problem 4.4.6 [l

The cumulative distribution function of random variable V is

0 v< =5
Fy(v) ={(v+5)%/144 -5<v<7,
1 v=>T.

(a) What are E[V] and Var[V]? F\] (‘-7)
(b) What is E[V3]?
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Problem 4.4.7 [l

The cumulative distribution function of random variable U is F [M)
!O u < =5, 1 T W
ufs  _5<u< -3,
Fy(u) = {3 -3<u<3,
-l 3<u<s5,
1 u>5. )
(a) What are E[U] and Var[U]? / j T
(b) What is E[2V]? = - . : | .
-3 -5 "} 3 S
Q> E[U]; L""{gdu—#ju 3 lu N Ealn)
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= .z 5 -5 Y
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} oo 3
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Problem 4.4.8 O

X is a Pareto (a, ) random variable, as defined in Appendix A. What is
the largest value of n for which the nth moment E[X"] exists? For all

feasible values of n, find E[X"

o) —n I"\.M>[\h'
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Problem 4.5.8 ]
U is a zero mean continuous uniform random variable. ) %‘?%( )
What is P[U2 < Var[U]]? Za }

Var(M‘ “o-—a )
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b rada m S S S
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Problem 4.5.12 O

X is a uniform random variable with expected value ux\= 7 and variance

Var[X] = 3. What is the PDF of X7 \ -
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Problem 4.5.15 |

Long-distance calling plan A offers flat-rate service at 10 cents per minute.
Calling plan B charges 99 cents for every call under 20 minutes; for calls
over 20 minutes, the charge is 99 cents for the first 20 minutes plus
10 cents for every additional minute. (Note that these plans_measuye
your_call duration exactly, without rounding to the next minute or even

second.) If your long-distance calls have exponential distribution with

expected value  minutes, which plan offers a lower expected cost per
call?

A — 10 St/]‘ﬂ}r\w]—e
29 £ T < 20 min
(T22) 10493 T >0 Yy
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Problem 4.5.16 [

In this problem we verify that an Erlang (n,\) PDF integrates to 1. Let
the integral of the nth order Erlang PDF be denoted by

dx.

o0 )\nxn—le—)\a:
I = [
" 0 (n—1)!
First, show directly that the Erlang PDF with n = 1 integrates to 1 by
verifying that I; = 1. Second, use integration by parts (Appendix B,
Math Fact B.10) to show that I, = I,,_1.



Problem 4.3.1 °

The random variable X has probability density function

fy(z) = {‘g’”

otherwise.

Use the PDF to find

(a) the constant ¢,

(b) P[0 <X <1],

(c) P[-1/2< X <1/2],
(d) the CDF Fy(z).




d(z) = 1-Qlz)

Problem 4.6.9 O

The peak temperature T, in degrees Fahrenheit, on a July day in Antarc-
tica is a Gaussian random variable with a variance of 225. \With probability
1/2, the temperature T exceeds —75 degrees. What is P[T > O]? What

is P[T < — 100]7
T~ N (p15)
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Problem 4.6.11 @

Suppose that out of 100 million men in the United States, 2 e at

least 7 feet tall. Suppose that the heights of U.S. men arem

Gaussian_random variables with a expected value of 5'10”. Let N equal

the number of men who are at least 7/6” tall. -

—>3(a) Calculate oy, the standard deviation of the height of U.S. men. L
.~(b) In terms of the ®(-) function, what is the probability that a randomly

chosen man is at least 8 feet tall?

(c) What is the probability that no man alive in the United States today
is at least 7/6” tall?
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Problem 4.6.14 mw/w/\/l/ &

fm:i,gt J’Ml.'
At time t = O, the price of a stock is a constant k£ dollars. At time ¢ >0
the price of a stock is a Gaussian random variable X with E[X] = k£ and
Var[X] =t. At time ¢, a Call Option at Strike k has value V = (X — k)T,
where the operator (-)T is defined as (z2)* = max(z,0). v =d Y-k Xk
> (a) Find the expected value E[V]. o ,FX<k
(b) Suppose you can buy the call option for d dollars at time ¢t = 0. At
time ¢, you can sell the call for V dollars and earn a profit (or loss
perhaps) of R =V —d dollars. Let dy denote the value of d such that
P[R > 0] = 1/2. Your strategy is that you buy the option if d < dg SO
that your probability of a profit is P[R > 0] > 1/2. Find dy.
(c) Let dqi denote the value of d such that E[R] = 0.01 x d. Now your
strategy is to buy the option if d < dq so that your expected return is
at least one percent of the option cost. Find d;.
(d) Are the strategies “Buy the option if d < dp” and “Buy the option if
d < dq" reasonable strategles?

) E[V]- ﬁ (o) v dv
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Problem 4.6.15 &

In mobile radio communications, the radio channel can vary randomly.
In particular, in communicating with a Wr over a
“Rayleigh fadmg” channel, the receiver signal-to-noise ratio Y is an ex-
ponential random variable with expected value . Moreover, when Y =y,
the probability of an error in decoding a transmitted bit is P.(y) = Q(1/2y)
where Q(-) is the standard normal complementary CDF. The average
probability of bit error, also known as the bit error rate or BER, is

Pe=EPMI= [ QWZDIy (W) dy.

Find a simple formula for the BER P, as a function of the average SNR
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11
:j:.-o "\’%" -
aE) 7, N
= %G dx = U — JJ-—cf.v/
\Ej -3




_ be _y/ -
;f&(@)av/’ / (2T LT iy
)
—G—
PC’ - 1 _LmL = 1 }
2 7 2|
e **\(/’
Problem 4.7.2 o

Let X be a random variable with CDF

0 Tz < -1,
Fx(z)=(z/44+1/2 -1<z<
1 1<z, h("‘)

I L

Sketch the CDF and find 43%

(a) P[X < —1] and P[X < —1]. My +
(i) p[sz]la:; PX gé]. : //
(c) P[X > 1] and P[X > 1]. , E,',/ j"’;
a)P(X<__}>‘:L7 Ay
P(){$-i)':- 'y
b) P (<o) =
-’f L (e) dx
— O) —i‘i’ .
"’f %‘;g(m),,j | dy
N o
= L 4 - |
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Problem 4.7.9 ¢

For 70% of lectures, Professor Y arrives on time. When Professor Y is
late, the arrival time delay (in minutes) is a continuous uniform (0,10)
random variable./ Yet, as soon as Professor Y is 5 minutes late, all the
students get up and leave. If a lecture starts when Professor Y arrives
and always ends 80 minutes after the scheduled starting time, what is
the PDF of T', the length of time that the students observe a lecture.
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Problem 5.1.3 _ l/'/{/
Fx,\/(z.gﬂ - PLXQL, }’éyj :
For continuous random variables X,Y with joint CDF Fx y(z,y) and -

marginal CDFs Fy(z) and Fy(y), find Pz < X < zo Uy, <Y < y5]. This 7
is the probability of the shaded ‘“cross” region in the following diagram.
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Problem 5.1.4 L

Random variables X and Y have CDF Fx(z) and Fy(y). Is F(x,y) =

Fx(z)Ey er.
E /""3> o F%(/’t)-}:)/(g) %qu_p@. by e CD)F" "“'4?
a] p< r (%gj | ek C Py <1 ve 04FyBIC
V) B y(o o Vi L FK\,(m <) = (o) =y ((=) =t
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R\-{(Itj) < 'F:)r\{ (7('/@-;) )

Problem 5.1.5 &

In this problem, we prove Theorem 5.2.
L~—(a) Sketch the following events on the X,Y plane:

={X <21,y1 <Y <o},
={z1 <X <22, Y <y1},
={z1 <X <z2,11 <Y <92}
l//(b) Express the probability of the events A, B, and AUBUC in terms af
the joint CDF Fy y(z,y).
(c) Use the observation that events A, B, and C are mutually exclusiv
to prove Theorem 5.2.

Theorem 5.2: P(rn<X 2 <\/~..m.€:
= ‘:r‘{(-xz.‘:b)"‘ x\f("’-‘-% ) F’(Y(F \‘h’)
P(A] = F-’x\/(’q,uﬂ *“Fm %91) " byt

P = Frolran) —Fay (200
P[MBUC’) = P?*\/ (%?—a'ﬁv) - ny (‘xt/?i)

P(RUBUC) = Pa) +P(8] +7() Snbs A/ ve C aynk vy,

Ple) = P(rupuc) —p(A)=p(p)
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Problem 5.1.6 &

Can the following function be the joint CDF of random variables X and
Y?

1 — e_(x'l'y) x> O,y >0,

Fla) = otherwise.
Y F(y < \/
’1") f’("" &a)- 1 e
) (X %) # F(x) X %J& L"f“ C/‘D‘F o\?mw&w"
Flow %) 2 Fuly) X Pyl e L
e) FX,-OG) =0 L— 7 (%)
£) F-~ 9l =0 1— |
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Problem 5.2.1 .

0"3‘4;&& ‘17’0;5!-&1(_ ol?)"é«l& 'F}ghthJ\?OnM

Random variables X and Y have the joint PMF

czy x==1,2,4, y=13,
0 otherwise.

Pxy(z,y) = {

(b) What is P[Y < X]?

v(a) What is the value of the constant c?\Si

e

|1 =]
(c) What is P[Y > X]7? 1 [ c 2. Ye,
(d) What is P[Y = X]? -

(e) What is P[Y = 3]? 3 kY be \2_?\“\%
\ >

5
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Problem 5.2.4 O

For two independent flips of a fair coin, let X equal the total number of
tails and let Y equal the number of heads on the last flip. Find the joint

PMF Py y(z,y).
xY() 9y b«{%msn—— 00415
Sx "{9;(”“1 X: Turea Iaa/\s;
Sy-;?é),'? \/; Son ,.,41§+a‘c;\ Bom Sman..fl
! 7 Gbblr N, YT TY, TT

} VL} \3(_?“‘ g&’—.o,\f-r-a} = f\)‘ﬂ N %‘}T)’T'T g-—-;z!

O

o | o | ; P38 9T, A

| \‘}U‘ \l(,/ = ix__pfyﬁog_ T, TY ‘ TIQT"H
X=2 =2 1 T Ay, T13=51
] '7 vely=e  Sxa0, V=11 =v3ad i, 18- 3y
?}i\/ ("-3) - "y X~2 Y=o 3 ?\a-l,‘)%lz(%%“’T,T"IlS A, TY-3TYS
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Problem 5.2.7 O

With two minutes left in a five-minute_overtime, the score is 0-0 in a Rutgers soccer
match versus Villanova. (Note that the overtime is NOT sudden-death.) In_the next-
to=last minute of the game, either (1) Rutgers scores a goal with probability p = 0.2,
(2) Villanova scores with probability p = 0.2, or (3) neither team scores with probability
1-2p=0.6. If ng_mer team scores in the next-to-last minute, then in the final minute,
either (1) Rutgers scores a goal with probability ¢ = 0.3, (2) Villanova scores with
probability ¢ = 0.3, or (3) neither team scores with probability 1 —2¢g = 0.4. However, if
a team scores in the mext-to-last minute, the trailing team goes for broke so that in the
last minute, either (1) the leading team scores with probability 0.5, or (2) the trailing
team scores with probability 0.5. For the final two minutes of overtime:

(a) Sketch a probability tree and construct a table for Pgy(r,v), the joint PMF of R,

the meELQB_UIQLrS_sL@]gchred and V, the nwmbBer of Villanova goals scored.
(b) What is the probability P[7] that the overtime ends in a tie?
(c) What is the PMF of R, the number of goals scored by Rutgers?
(d) What is the PMF of ¢, the totéfnl gumber of goals scored?
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Problem 5.2.9 @

Each test of an integrated circuit produces an acceptable circuit with
probabili'gy_p‘ independent of the outcome of the test of any other circuit.
In testiné@circuits, let K denote the number of circuits rejected and let
X denote the number of acceptable circuits that appear before the first
reject is found. Find the joint PMF Py x(k,z).
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