[HA larimn Iletisim i¢in Optimal Konumlandirilmasi

Optimal Deployment of UAV’s for Communication

Ayca Hazel KULAC ve Alper AKARSU

Elektrik Elektronik Miihendisligi
TOBB ETU
Ankara, Tirkiye
ayca.kulac@gmail.com, aakarsu@havelsan.com.tr

Ozetce— lInsansiz hava araclarmin (IHA), genis bant
iletisimde baz  istasyonu olarak  kullamm  giderek
yayginlasmaktadir. Baz istasyonu olarak kullamlan IHA’larn
konumlarimin eniyilenmesi uygulamanin basariminda énemli bir
faktordiir. Daha once bu hesaplama icin parcacik siirii
optimizasyonu (PSO) kullanilmistir. Bu bildiride ek olarak
Taguchi metodu da denenmistir. Sonu¢ olarak Taguchi
metodunun da TM en iyi konumlandirma i¢in uygun bir yontem
olabilecegi degerlendirilmistir.

Anahtar Kelimeler — FHA; baz istasyonu; konum; PSO;
Taguchi.

Abstract— Unmanned air vehicles (UAV) have been widely
used in the telecommunication area. Using them as base stations
is one of the applications. Optimizing the position of the UAVs is
the important factor in the performance of the application.
Previously, particle swarm optimization(PSO) has been used for
the optimization. In this paper, a new method called Taguchi
method is also considered. As a result Taguchi method is seen to
bring some advantages.
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I.  Giris

Giiniimiizde insansiz hava araglari(iHA) ¢ok gesitli
uygulamalarda  kullanilmaktadir. Bu uygulamalar sinir
izlemeden afet yonetimine kadar ¢ok genis bir alanda yer
almaktadir. Yapilan arastirmalardan da gelecekte daha fazla
alanda kullanilacagi gozlemlenmistir. Bu alanlardan biri de
IHA nin baz istasyonu olarak kullanilip kablosuz iletisime
destek saglamasidir. Bu konuyla ilgili yaymn sayisinda bir artig
gdzlenlenmistir. [1] de birden fazla IHA nin baz istasyonu
olarak kullanilirken nasil konumlandirilacagindan
bahsedilmistir. Bu makalede kullanilacak olan IHA larm 3
boyutlu konumu parcacik silirli optimizasyonu(PSO) ile
bulunmustur. Ancak PSO nun performans: konumlarin sezgisel
tanmimlarma baglidir. Bu baghiligr kaldirmak i¢in bu bildiride
Taguchi metodu(TM) onerilmistir. TM ¢ok ¢esitli alanlarda
kullanilan bir metottur[2]-[6]. Telekomiinikasyon alaninda
iletisgim agl parametrelerinin optimizasyonunda
kullanilmaktadir[7]-[8]. Baz istasyonu olarak kullanilan THA
larin konumlarinin hesaplanmast igin ilk defa bu bildiride
kullamlmistir. TM de THA larmn optimum konumlar1 dik diziler
kullanilarak  hesaplanmigtir. Dik diziler, optimizasyonu
baslangi¢ girdilerinden ve konumlarin sezgisel tanimlarindan
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bagimsiz hale getirmistir. Bu bildiride ilk dnce sistem modeli
anlatilip ardindan PSO ve TM algoritmalariyla ilgili detaylar
verilecektir. Kullanilan benzetim ortami ve sonuglarla bildiri
tamamlanacaktir.

Il.  SiSTEM MODELI

Sekil 1 — iki IHA Bulunan Sistem

Yer bagi iletimi IHA lardan hiicresel kullanicilarina olacaktir.
Buradaki kayiplart modellerken (1) denklemi kullanilacaktir.

PL,; = PLLL]osPLos(hjrrij) + PLE\]ILOS(l -
Pros(hj 1)) (D)

Burada PLOS(hj' rij) LoS yOl kaybl, PLOS(hj' rij) LoS
olasiligidir. Her kullanic1 sadece 1 tane IHA ya baglanacaktir.

i inci kullanictnin hangi IHA ya bagh oldugu «; ile
gosterilmistir.

@; = arg max; Rij(xj:yj' hj) @)

Denklem (2) de Rij i nci kullanicinin j ninci iIHAdan aldig
sinyalin giictidiir.

PT+Gi]'_WU

Rij(xyj,hy) = 107 50— ®)

W kanal bant genisligi, P; gonderilen giig(dB) , G; j ise [HA
anten kazancidir. Burada ideal bir yonlii anten varsayimi
yapilmustir.
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O IHA anteninin yarim gii¢ hiizme genisligidir. Bir IHA ya
baglanan kullanici sayis1 U; (x, y, h) tir.
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I kullanicinin THA ya bagl olup olmamasma gore {0,1}
degerlerini alir.
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IHA larin konumunu optimize etmek igin (7) denklemi
kullanmilmistir.  Bu  6l¢iit,  kullanict  veri  hizlariin
logaritmalarimin toplamudir ve oransal adillik saglar. IHA’ya
ka¢ kullanici baglanmigsa bant genisligi o kadar kullanict
arasinda esit paylagilir.
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Denklem (8)’de ise IHA’larin yatay diizlemde ve dikey
eksende konumlari i¢in bazi sinirlamalar yapilmastir.

I1l.  PARCACIK SURU OPTIMIiZASYONU

Denklem (7) ile tanimlanan optimizasyon problemi ig¢
biikey olmayan bir problem oldugundan bunun ¢6ziimii i¢in
[1] de PSO kullanilmstir. Pargacik siirii optimizasyonu 1995
yilinda J.Kennedy ve R.Eberhart tarafindan tanimlanmustir.
PSO  kuglarn  siirii davramigindan  ilham  alinarak
olusturulmustur. Algoritma, parcacik adi verilen rasgele
¢Ozlimler iiretir ve her iterasyonda parcaciklari uzayda hareket
ettirerek ¢oziimiini 1iyilestirir. Her iterasyon parcaciklarin
konumlar1 en iyi ¢Oziimiin elde edildigi konuma gore
giincellenir. Buna kiiresel en iyi denir. Parcacigin en iyi
¢ozimil ise yerel en iyi olarak adlandirilir. Algoritma her
iterasyonda kiiresel en iyi ve konumunu, yerel en iyi ve
konumlarmi takip eder. Durdurma kosulu parcaciklarin bir
noktaya kiimelenmesidir. PSO nun akis semasi1 Sekil 2 de
verilmistir.

IV. TAGUCHI METODU

Belirli parametrelere bagli bir sistem i¢in optimum
¢cOziimiin bulunmasinda yardimci bir algoritma
kullanilmalidir. Obiir tiirlii kaba kuvvetle yapilan ¢oziimleri
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Sekil 2 — PSO Akis Semasi

takip etmesi zor ve zaman kaybettiricidir. Taguchi metodu, dik
diziler kullanarak bu hesaplama yiikiinii azaltmistir. Dik
diziler OA(N,k,s,t) ile gosterilir. N deney sayisi, K
parametre sayisi, S seviye sayisi ve t dik dizilerin ne kadar
giicli oldugunu gosterir. Dik dizilerin en 6nemli &zelligi
deney sayisini azaltmasidir. Ornegin, 18 parametreden olusan
bir sistemde her parametre igin 17 tane seviye var ise 1718
tane deneyin ¢aligtirtlmasi sonucu optimum deger bulunabilir.

178 tane deneyin yapilmast hem zaman kaybettiricidir hem
de deneyler detayli olarak incelenip degerlendirilemez.

0A(289,18,17,2) kullanildiginda sadece 289 tane deney
yapilmaktadir. Diger 6nemli 6zelligi ise bir OA parcalara
ayrilarak farkli sayida parametreler icin kullanilabilir.
Ornegin, 0A(242,23,11,2) nin ilk 6 siitunu kullamilarak 6
parametreli bir siireg igin 242

deney yapilabilir. Taguchi metodunun akis semasi1 Sekil 3 te
verilmistir. Semanin detaylar1 agagida anlatilmistir.

A. Uygun dik dizinin ve fitness fonksiyonun seg¢ilmesi
OA larn segiminde en Onemli faktorler parametre ve

seviye sayilaridir. Kullanilan OA lar onceden olusturulmusg
veri setleri oldugu i¢in secenekler smirli sayidadir[9].



Yapilacak olan optimizasyon icin THA sayisinn 3 kat1 kadar
parametre (x,y,h) gerekmektedir. Bu problem i¢in hangi OA
nin kullanilacagi bildirinin devaminda anlatilmistir. Fitness
fonksiyonun kullanim amacmi uygun olarak yansitmasi
gerekmektedir. Bu bildiride kullanilacak olan fonksiyon (7)
de verilmistir.

Uygun dik dizi ve fitness fonksiyonun secilmesi

l
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Sekil 3 — Taguchi Metodu Akis Semasi

B. Seviyelerin ayarlanmasi

Deneylerin  yapilabilmesi  igin  OA  degerlerinin
parametrelerin sinirlarina ve OA nin seviye sayisina uygun
olacak sekilde diizenlenmesi gerekmektedir. Bu degerlerin
nasil hesaplanacagi asagida verilmistir. V; , Seviyenin orta
degeri ve LD ise iki seviye arasindaki degisim miktaridir.

V.—([f]-0).Lp,1<1<[f]-1

V= Ve, 1= 3]
V.+(—[])-LD[f]+1<i<s
9)
VC _ x{naks;_x{nin (10)
LDl _ xinaks_x{nin (11)

s+1

C. Deneylerin yapilmast

OA degerleri uygun bir sekilde diizenlendikten sonra
deneyler i¢in fitness degerleri hesaplanir. Bu fitness degerleri

kullamilarak S /N hesaplanir.

S/N = 20log,,(Fitness) (12)

D. En iyi deneyin bulunmasi ve Onay deneyinin yapilmasi

ilk iterasyon sonucunda hesaplanan biitin S/N degerleri
kullanilarak her seviyedeki parametreler igin ortalama alinir.

nl,n) = %thA(t,n):l(S/N)t (13)

Ornegin, ilk parametrenin ilk seviyede oldugu biitiin
deneylerin S/N degerleri toplanir ve S/N ile garpilir. Bu
tepki tablosunun ilk elemanin olusturur. Tepki tablosu S X n
lik bir tablodur. Bu islem biitiin parametreler ve seviyeler i¢in
tekrarlanarak tepki tablosu olusturulur. Ardindan her
parametre i¢in maksimum degerin oldugu seviye segilir. Bu
seviyeler her zaman OA daki bir deneye denk gelmeyebilir.
Bu yiizden segilen seviyeler igin fitness degeri hesaplanir. Bu
fitness degeri bu iterasyonda elde edilen optimum sonugtur.

E. Optimizasyon araliginin daraltilmasi

Eger durdurma kosulu saglanmadiysa algoritma bir kez
daha tekrarlanir. Bu tekrar sirasinda seviye degerleri
belirlenirken orta deger olarak bir Onceki iterasyonda
hesaplanan optimum seviye degerleri kullanilir ve seviye
aralig1 dnceden belirlenen bir oran ile kiigiiltiiliir. Bdylece yeni
iterasyonda daha kiiciik bir alanda tarama yapilmis olur.

LD;,; = RR.LD; (14)

RR degeri 0.5 ile 1 arasinda olmalidir.

F. Durdurma Sarti

Durdurma sartt saglanmadik¢a algoritma tekrar edilir.
Ancak bir siire sonra LD Kkiigiildiikge iterasyon sonucu elde
edilen Vc lerdeki degisim azalir.Durdurma kosulu olarak bir
delta kullanilabilir.

LD;
— <94 (15)
LD,

V. BENZETIM ORTAMI

A. Benzetim Parametreleri
TABLO 1. BENZETIM PARAMETRELERI

Parametre Tanim Degeri
fe Tastyici frekansi 2GHz
Rnax Yarigap 1500m
W Bant aralig1 20MHz
U Kullanici sayist 100
Ny Giirtiltii gili¢ spectral -170dBm/Hz
yogunlugu
a, B Cevresel parametreler 9.61,0.16
Nios) MNLos Ortalama kayiplar 1dB, 20dB
Op IHA anten hiizme 140°
aciklig




Pr IHA gonderilen giig 30dBm
Npar Pargacik sayis1 242
Poonw Pargaciklarin 1074

kiimelenmesi
Ronins Pmaks Minimum, maksimum 200m, 800m
yiiksekligi
Loy Diisiik data oran esigi 500Kbps

Kullanicilarin - konumlar1  sabit yarigapli bir alanda
homojen olarak dagilmislardir. Kullamlan [HA larm
konumlarinin hesaplanmasi i¢gin TM ve PSO kullanilmistir.
TM ile PSO’nun Kkargilastirilabilmesi igin TM deki deney
sayist ile PSO daki parcacitk sayist aym almmistir.
Karsilastirma yapmadan once en uygun OA secilmistir.
Ardindan secilen OA nin deney sayisina gére PSO algoritmasi
caligtirllmistir.

B. En Uygun Dik Dizinin Se¢ilmesi

Dik diziler belirli kurallara goére onceden hazirlanmig
setlerdir. Hali hazirdaki OA lardan uygun parametre ve seviye
sayisina sahip olanlar uygun OA i¢in bir havuz olustururlar.
Bu havuz en az 3 en fazla 7 IHA igin deney ortamu
sunmaktadir. Bu havuzdan uygun olan OA y1 se¢mek i¢in TM
algoritmast Onceden hazirlanan kullanict konumlari igin
galigurlmistir. Deney sonuglarinda elde edilen fitness
degerleri Tablo 2 de verilmistir. Tabloda gorildiigii iizere en
iyi fitness degerleri 0A(242,23,11,2) de elde edilmistir.

PSO ile karsilastirmak icin bu OA ile yapilan benzetimler

kullanilacaktir.
TABLO 2. FARKLI OA LARDA ELDE EDILEN DEGERLER

OA setleri IHA sayisi

3 4 5 6 7
0A(4096,12,4,5) 1432.4 1492.1 X X X
0A(289,18,17,2) 1536.9 1548.1 1567.5 1583.6 X
0A(256,17,4,3) 1539.9 1532.5 1518.3 X X
0A(242,23,11,2) 1542.2 1562.1 1575.1 1600.6 1609.6
0A(128,17,8,2) 1528.9 1557.2 1574.5 X X
0A(81,10,9,2) 15404 | x X X X

VI. BENZETIM SONUCLARI

Kullanic1 senaryosu i¢in 5 farkli konum seti kullanildi.
PSO ve TM nin performansini daha iyi agiklamak igin THA
larin konumlar1 geometrik olarak da hesaplandi. THA larmn
konumlar1 geometrik olarak hesaplanirken bir tanesi alanin
merkezine konulup digerleri de merkeze gore simetrik olacak
sekilde konumlandirilmigtir. Geo’da biitin [HA lar aym
yiiksekliktedir. THA larin konumlarina gore fitness degerleri
hesaplanmigtir. TM ve PSO ig¢in aym kullanic1 setleri
caligtinnlmis ve sonuglarin ortalamasi Sekil 4 te verilmistir.
PSO ile TM nin calisma siireleri ayn: degildir. TM de 30
iterasyonda optimum konumlar hesaplanirken PSO da
iterasyon sayist 300 i gegebilir. Ancak PSO ile TM aym
dongli sayisiyla caligiginda Sekil 5 te goriildigi gibi
performanslari birbirlerine oldukga yakindir.

VIl. VARGILAR

[HA larin baz istasyonu olarak kullanilirken sistemin
basariminin artmasinda {HA larm konumlar1 énemli bir yere
sahiptir. Ancak bu konumlarin hesaplanmasi igbiikey olmayan
bir optimizasyon problemidir. Daha onceden bu problemin
¢Oziimii i¢in PSO oOnerilmistir. Bu c¢alismada, PSO nun
dezavantajlarin1 ortadan kaldirmak i¢in TM onerilmistir. TM
ve PSO nun  benzetimlerinin  gercek  anlamda
karsilagtirilabilmesi i¢in benzetim parametreleri buna uygun
olacak sekilde diizenlenmistir. Belirli bir kullanici seti igin iki

Fitness Degeri - iHA Sayisi

fitness degeri

IHA sayisi

Sekil 4 —Fitness Degerinin THA Sayisina Gore Degisimi

Fitness Degeri-iterasyon Sayisi

5 30
iterasyon sayisi

Sekil 5 — Iterasyon Sayisina Bagh Olarak TM ve PSO nun Performanslari

metot ¢alistirllmistir. PSO her zaman TM den daha iyi sonug
vermektedir. Ancak TM nin basartmi PSO ya oldukga
yakindir. Ustelik TM bu sonuglara daha kisa siirede vardigi
i¢in hesaplama siiresi kisalmigtir. Ayrica TM kullanilarak PSO
daki parcaciklarin rasgele hareketinden de bagimsiz hale
gelmistir.
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