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Özetçe— İnsansız hava araçlarının (İHA), geniş bant 

iletişimde baz istasyonu olarak kullanımı giderek 

yaygınlaşmaktadır. Baz istasyonu olarak kullanılan İHA’ların 

konumlarının eniyilenmesi uygulamanın başarımında önemli bir 

faktördür. Daha önce bu hesaplama için parçacık sürü 

optimizasyonu (PSO) kullanılmıştır. Bu bildiride ek olarak 

Taguchi metodu da denenmiştir. Sonuç olarak Taguchi 

metodunun da TM en iyi konumlandırma için uygun bir yöntem 

olabileceği değerlendirilmiştir. 

Anahtar Kelimeler — İHA; baz istasyonu; konum; PSO; 

Taguchi. 

Abstract— Unmanned air vehicles (UAV) have been widely 

used in the telecommunication area. Using them as base stations 

is one of the applications. Optimizing the position of the UAVs is 

the important factor in the performance of the application. 

Previously, particle swarm optimization(PSO) has been used for 

the optimization. In this paper, a new method called Taguchi 

method is also considered. As a result Taguchi method is seen to 

bring some advantages.   

Keywords — UAV; base station; deployment; PSO; Taguchi. 

I. GĠRĠġ  

Günümüzde insansız hava araçları(ĠHA) çok çeĢitli 
uygulamalarda kullanılmaktadır. Bu uygulamalar sınır 
izlemeden afet yönetimine kadar çok geniĢ bir alanda yer 
almaktadır. Yapılan araĢtırmalardan da gelecekte daha fazla 
alanda kullanılacağı gözlemlenmiĢtir. Bu alanlardan biri de 
ĠHA nın baz istasyonu olarak kullanılıp kablosuz iletiĢime 
destek sağlamasıdır. Bu konuyla ilgili yayın sayısında bir artıĢ 
gözlenlenmiĢtir. [1] de birden fazla ĠHA nın baz istasyonu 
olarak kullanılırken nasıl konumlandırılacağından 
bahsedilmiĢtir. Bu makalede kullanılacak olan ĠHA ların 3 
boyutlu konumu parçacık sürü optimizasyonu(PSO) ile 
bulunmuĢtur. Ancak PSO nun performansı konumların sezgisel 
tanımlarına bağlıdır. Bu bağlılığı kaldırmak için bu bildiride 
Taguchi metodu(TM) önerilmiĢtir. TM çok çeĢitli alanlarda 
kullanılan bir metottur[2]-[6]. Telekomünikasyon alanında 
iletiĢim ağı parametrelerinin optimizasyonunda 
kullanılmaktadır[7]-[8]. Baz istasyonu olarak kullanılan ĠHA 
ların konumlarının hesaplanması için ilk defa bu bildiride 
kullanılmıĢtır. TM de ĠHA ların optimum konumları dik diziler 
kullanılarak hesaplanmıĢtır. Dik diziler, optimizasyonu 
baĢlangıç girdilerinden ve konumların sezgisel tanımlarından 

bağımsız hale getirmiĢtir. Bu bildiride ilk önce sistem modeli 
anlatılıp ardından PSO ve TM algoritmalarıyla ilgili detaylar 
verilecektir. Kullanılan benzetim ortamı ve sonuçlarla bildiri 
tamamlanacaktır.  

II. SĠSTEM MODELĠ 

 
ġekil 1 – Ġki ĠHA Bulunan Sistem 

Yer bağı iletimi ĠHA lardan hücresel kullanıcılarına olacaktır. 

Buradaki kayıpları modellerken (1) denklemi kullanılacaktır. 

    
̅̅ ̅̅ ̅̅        

  
    (      )         

  
   

                   (1) 

Burada              LoS yol kaybı,              LoS 

olasılığıdır. Her kullanıcı sadece 1 tane ĠHA ya bağlanacaktır. 

i inci kullanıcının hangi ĠHA ya bağlı olduğu    ile 

gösterilmiĢtir. 

                                                 (2) 

Denklem  (2) de     i nci kullanıcının j ninci ĠHAdan aldığı 

sinyalin gücüdür. 

   (        )     
           ̅̅ ̅̅ ̅̅ ̅

                    (3) 

W kanal bant geniĢliği,    gönderilen güç(dB) ,     ise ĠHA 

anten kazancıdır. Burada ideal bir yönlü anten varsayımı 

yapılmıĢtır. 
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   ĠHA anteninin yarım güç hüzme geniĢliğidir. Bir ĠHA ya 

bağlanan kullanıcı sayısı           tır. 

           ∑                               (5) 

I kullanıcının ĠHA ya bağlı olup olmamasına göre {0,1} 

değerlerini alır. 
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                                  (6) 

ĠHA ların konumunu optimize etmek için (7) denklemi 

kullanılmıĢtır. Bu ölçüt, kullanıcı veri hızlarının 

logaritmalarının toplamıdır ve oransal adillik sağlar. ĠHA’ya 

kaç kullanıcı bağlanmıĢsa bant geniĢliği o kadar kullanıcı 

arasında eĢit paylaĢılır. 
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Denklem (8)’de ise ĠHA’ların yatay düzlemde ve dikey 

eksende konumları için bazı sınırlamalar yapılmıĢtır. 

III. PARÇACIK SÜRÜ OPTĠMĠZASYONU 

Denklem (7) ile tanımlanan optimizasyon problemi iç 

bükey olmayan bir problem olduğundan bunun çözümü için 

[1] de PSO kullanılmıĢtır. Parçacık sürü optimizasyonu 1995 

yılında J.Kennedy ve R.Eberhart tarafından tanımlanmıĢtır. 

PSO kuĢların sürü davranıĢından ilham alınarak 

oluĢturulmuĢtur. Algoritma, parçacık adı verilen rasgele 

çözümler üretir ve her iterasyonda parçacıkları uzayda hareket 

ettirerek çözümünü iyileĢtirir. Her iterasyon parçacıkların 

konumları en iyi çözümün elde edildiği konuma göre 

güncellenir. Buna küresel en iyi denir. Parçacığın en iyi 

çözümü ise yerel en iyi olarak adlandırılır. Algoritma her 

iterasyonda küresel en iyi ve konumunu, yerel en iyi ve 

konumlarını takip eder. Durdurma koĢulu parçacıkların bir 

noktaya kümelenmesidir. PSO nun akıĢ Ģeması ġekil 2 de 

verilmiĢtir. 

IV. TAGUCHI METODU  

Belirli parametrelere bağlı bir sistem için optimum 

çözümün bulunmasında yardımcı bir algoritma 

kullanılmalıdır. Öbür türlü kaba kuvvetle yapılan çözümleri  

 
ġekil 2 – PSO AkıĢ ġeması 

takip etmesi zor ve zaman kaybettiricidir. Taguchi metodu, dik 

diziler kullanarak bu hesaplama yükünü azaltmıĢtır. Dik 

diziler             ile gösterilir. N deney sayısı, k 

parametre sayısı, s seviye sayısı ve t dik dizilerin ne kadar 

güçlü olduğunu gösterir. Dik dizilerin en önemli özelliği 

deney sayısını azaltmasıdır. Örneğin, 18 parametreden oluĢan 

bir sistemde her parametre için 17 tane seviye var ise      

tane deneyin çalıĢtırılması sonucu optimum değer bulunabilir. 

     tane deneyin yapılması hem zaman kaybettiricidir hem 

de deneyler detaylı olarak incelenip değerlendirilemez. 

                kullanıldığında sadece 289 tane deney 

yapılmaktadır. Diğer önemli özelliği ise bir OA parçalara 

ayrılarak farklı sayıda parametreler için kullanılabilir. 

Örneğin,                  nin ilk 6 sütunu kullanılarak 6 

parametreli bir süreç için 242  

deney yapılabilir. Taguchi metodunun akıĢ Ģeması ġekil 3 te 

verilmiĢtir. ġemanın detayları aĢağıda anlatılmıĢtır. 

A. Uygun dik dizinin ve fitness fonksiyonun seçilmesi 

OA ların seçiminde en önemli faktörler parametre ve 

seviye sayılarıdır. Kullanılan OA lar önceden oluĢturulmuĢ 

veri setleri olduğu için seçenekler sınırlı sayıdadır[9]. 



 

Yapılacak olan optimizasyon için ĠHA sayısının 3 katı kadar 

parametre (x,y,h) gerekmektedir. Bu problem için hangi OA 

nın kullanılacağı bildirinin devamında anlatılmıĢtır. Fitness 

fonksiyonun kullanım amacını uygun olarak yansıtması 

gerekmektedir. Bu bildiride kullanılacak olan fonksiyon  (7) 

de verilmiĢtir.  

 
ġekil 3 – Taguchi Metodu AkıĢ ġeması 

B. Seviyelerin ayarlanması 

Deneylerin yapılabilmesi için OA değerlerinin 

parametrelerin sınırlarına ve OA nın seviye sayısına uygun 

olacak Ģekilde düzenlenmesi gerekmektedir. Bu değerlerin 

nasıl hesaplanacağı aĢağıda verilmiĢtir.    , seviyenin orta 

değeri ve LD ise iki seviye arasındaki değiĢim miktarıdır. 
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C. Deneylerin yapılması 

OA değerleri uygun bir Ģekilde düzenlendikten sonra 

deneyler için fitness değerleri hesaplanır. Bu fitness değerleri 

kullanılarak   ⁄  hesaplanır. 

  ⁄                                               (12) 

D. En iyi deneyin bulunması ve Onay deneyinin yapılması 

Ġlk iterasyon sonucunda hesaplanan bütün   ⁄  değerleri 

kullanılarak her seviyedeki parametreler için ortalama alınır. 

        
 

 
∑     ⁄

                               (13) 

Örneğin, ilk parametrenin ilk seviyede olduğu bütün 

deneylerin   ⁄  değerleri toplanır ve   ⁄  ile çarpılır. Bu 

tepki tablosunun ilk elemanın oluĢturur. Tepki tablosu     

lik bir tablodur. Bu iĢlem bütün parametreler ve seviyeler için 

tekrarlanarak tepki tablosu oluĢturulur. Ardından her 

parametre için maksimum değerin olduğu seviye seçilir. Bu 

seviyeler her zaman OA daki bir deneye denk gelmeyebilir. 

Bu yüzden seçilen seviyeler için fitness değeri hesaplanır. Bu 

fitness değeri bu iterasyonda elde edilen optimum sonuçtur. 

E. Optimizasyon aralığının daraltılması 

Eğer durdurma koĢulu sağlanmadıysa algoritma bir kez 

daha tekrarlanır. Bu tekrar sırasında seviye değerleri 

belirlenirken orta değer olarak bir önceki iterasyonda 

hesaplanan optimum seviye değerleri kullanılır ve seviye 

aralığı önceden belirlenen bir oran ile küçültülür. Böylece yeni 

iterasyonda daha küçük bir alanda tarama yapılmıĢ olur. 

                                            (14) 

RR değeri 0.5 ile 1 arasında olmalıdır. 

F. Durdurma Şartı 

Durdurma Ģartı sağlanmadıkça algoritma tekrar edilir. 

Ancak bir süre sonra LD küçüldükçe iterasyon sonucu elde  

edilen Vc lerdeki değiĢim azalır.Durdurma koĢulu olarak bir 

delta kullanılabilir.  

   

   
                                        (15) 

V. BENZETIM ORTAMI 

A. Benzetim Parametreleri 

TABLO 1.  BENZETĠM PARAMETRELERĠ 

Parametre Tanım Değeri 

   TaĢıyıcı frekansı 2GHz 

     Yarıçap 1500m 

W Bant aralığı 20MHz 

U Kullanıcı sayısı 100 

   Gürültü güç spectral 
yoğunluğu 

-170dBm/Hz 

    Çevresel parametreler 9.61, 0.16 

           Ortalama kayıplar 1 dB, 20dB 

   ĠHA anten hüzme 

açıklığı 
     



 

   ĠHA gönderilen güç  30dBm 

     Parçacık sayısı 242 

      Parçacıkların 
kümelenmesi 

     

           Minimum, maksimum 

yüksekliği  

200m, 800m 

    DüĢük data oran eĢiği 500Kbps 

Kullanıcıların konumları sabit yarıçaplı bir alanda 

homojen olarak dağılmıĢlardır. Kullanılan ĠHA ların 

konumlarının hesaplanması için TM ve PSO kullanılmıĢtır. 

TM ile PSO’nun karĢılaĢtırılabilmesi için TM deki deney 

sayısı ile PSO daki parçacık sayısı aynı alınmıĢtır. 

KarĢılaĢtırma yapmadan önce en uygun OA seçilmiĢtir. 

Ardından seçilen OA nın deney sayısına göre PSO algoritması 

çalıĢtırılmıĢtır. 

B. En Uygun Dik Dizinin Seçilmesi 

Dik diziler belirli kurallara göre önceden hazırlanmıĢ 

setlerdir. Hali hazırdaki OA lardan uygun parametre ve seviye 

sayısına sahip olanlar uygun OA için bir havuz oluĢtururlar. 

Bu havuz en az 3 en fazla 7 ĠHA için deney ortamı 

sunmaktadır. Bu havuzdan uygun olan OA yı seçmek için TM 

algoritması önceden hazırlanan kullanıcı konumları için 

çalıĢtırılmıĢtır. Deney sonuçlarında elde edilen fitness 

değerleri Tablo 2 de verilmiĢtir. Tabloda görüldüğü üzere en 

iyi fitness değerleri                 de elde edilmiĢtir. 

PSO ile karĢılaĢtırmak için bu OA ile yapılan benzetimler 

kullanılacaktır. 
TABLO 2. FARKLI OA LARDA ELDE EDĠLEN DEĞERLER 

OA setleri ĠHA sayısı 

3 4 5 6 7 

OA(4096,12,4,5) 1432.4 1492.1 x x x 

OA(289,18,17,2) 1536.9 1548.1 1567.5 1583.6 x 

OA(256,17,4,3) 1539.9 1532.5 1518.3 x x 

OA(242,23,11,2) 1542.2 1562.1 1575.1 1600.6 1609.6 

OA(128,17,8,2) 1528.9 1557.2 1574.5 x x 

OA(81,10,9,2) 1540.4 x x x x 

VI. BENZETIM SONUÇLARI 

Kullanıcı senaryosu için 5 farklı konum seti kullanıldı. 

PSO ve TM nin performansını daha iyi açıklamak için ĠHA 

ların konumları geometrik olarak da hesaplandı. ĠHA ların 

konumları geometrik olarak hesaplanırken bir tanesi alanın 

merkezine konulup diğerleri de merkeze göre simetrik olacak 

Ģekilde konumlandırılmıĢtır. Geo’da bütün ĠHA lar aynı 

yüksekliktedir. ĠHA ların konumlarına göre fitness değerleri 

hesaplanmıĢtır. TM ve PSO için aynı kullanıcı setleri 

çalıĢtırılmıĢ ve sonuçların ortalaması ġekil 4 te verilmiĢtir. 

PSO ile TM nin çalıĢma süreleri aynı değildir. TM de 30 

iterasyonda optimum konumlar hesaplanırken PSO da 

iterasyon sayısı 300 ü geçebilir. Ancak PSO ile TM aynı 

döngü sayısıyla çalıĢtığında ġekil 5 te görüldüğü gibi 

performansları birbirlerine oldukça yakındır. 

VII. VARGILAR 

ĠHA ların baz istasyonu olarak kullanılırken sistemin 

baĢarımının artmasında ĠHA ların konumları önemli bir yere 

sahiptir. Ancak bu konumların hesaplanması içbükey olmayan 

bir optimizasyon problemidir. Daha önceden bu problemin 

çözümü için PSO önerilmiĢtir. Bu çalıĢmada, PSO nun 

dezavantajlarını ortadan kaldırmak için TM önerilmiĢtir. TM 

ve PSO nun benzetimlerinin gerçek anlamda 

karĢılaĢtırılabilmesi için benzetim parametreleri buna uygun 

olacak Ģekilde düzenlenmiĢtir. Belirli bir kullanıcı seti için iki  

 
Şekil 4 –Fitness Değerinin ĠHA Sayısına Göre DeğiĢimi 

 
ġekil 5 – Ġterasyon Sayısına Bağlı Olarak TM ve PSO nun Performansları 

metot çalıĢtırılmıĢtır. PSO her zaman TM den daha iyi sonuç 

vermektedir. Ancak TM nin baĢarımı PSO ya oldukça 

yakındır. Üstelik TM bu sonuçlara daha kısa sürede vardığı 

için hesaplama süresi kısalmıĢtır. Ayrıca TM kullanılarak PSO 

daki parçacıkların rasgele hareketinden de bağımsız hale 

gelmiĢtir. 
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