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Abstract

In this paper we addressthe problemsof routing and
scheduling in resouce-limited ad hoc wirelessnetworks
supportingconnectionlessraffic. Motivated by the novel
challengesandtrade-ofsintroducedoy ad hocwirelesset-
works,weproposdink metric-basedlistributedroutingand
schedulingalgorithms.We considerimited transceiveren-
ergy and unlimited bandwidthconditionsand our perfor
mancecriteria are average consumecenegy, delay net-
work lifetime and communicatioroverheadcausedby the
schedulingalgorithm. We evaluatethe performanceof the
metricsby detailedsimulations.

[. Intr oduction

Efficient utilization of resourcess of paramounimpor-
tancefor adhocwirelessnetworks,sincemobilenodeswith
limited enegy andantennasave an additionalfunction of
pacletrelayingin asharednedium.Nodeshave two impor-
tantnetwork controlfunctionssuchasroutingandmedium
accesswhich shouldbe accomplishedn away to save en-
ergy, decreasalelay and maintainnetwork connectvity in
the presencef limited resources.

Routingandschedulingn resourcdimited ad hocwire-
lessnetworkswasstudiedunderavarietyof assumptionsin
[1], asetof metricswasproposedor thecomputatiorof the
minimum-cospathsin statictopologiesfor theconnection-
orientedtraffic case.Connectionlestraffic wasstudiedfor
sensometworksin [2]. In [1] and[2] enegy-limited op-
erationwas also consideredas opposedo enepgy-efficient
operation.A majority of the solutionsfor schedulings ei-
ther not amenabldo directimplementatioror is basedon
a basestationor centralcontrollerresponsiblefor execut-
ing the proposedschedulingalgorithms,asin [4],[5]. The
work in [6] is anexamplefor distributedlink schedulingal-
gorithms. The basicideaof the algorithmis reservingeach
slot of controlchannefor a particularnode.

Our contritution with this work is as follows: We
study the problem of enegy-efficient distributed routing
andschedulingfor connectionlesgraffic case,andobsenre
the trade-ofs betweenenepy, delayandnetwork lifetime.
As aresultwe proposdink metric-basedoutingandlink-
activation algorithmsthat are aware of the above perfor
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mancetrade-ofs. In thenext sectionwe explainthenetwork
modelthatis usedin this study

[I. Network Model

We considera network with N nodes,randomlyspread
over a squareareaforming a staticgrid topology Nodes
cantransmitwith ary transmissiompower P suchthat Py <
P < P4z, Where Py is the minimum requiredpower for
errorfreereception.Receved power (Py..) Vs. transmitted
power (P;,-) characteristiceanbe expressedy,

dt'r -
P = PtT(E) do < dyir 1)
P, 0 <dy < dyr

whereq is the pathlossexponent(Typically 2 < a < 4).
Here dy is assumedo be the minimum transmissiordis-
tancethat causegath loss. Maximum rangeof transmis-

sion, d,,.; Canbe @(presse(hs(PmM)ido. Theresources

Py
of thenetwork aremodeledby:

Transceives. In this work, we assumethat eachnode
hasC; = 1 transcelers. Proposedlgorithmscaneasilybe
updatedor multiple transcevers.

Enegy. E;(0) standsfor the initial enegy of nodei.

Residualenegy of nodei attime t is denotedby Ef(t).
Whena nodedepletedts enepy it is deadandcanneither
generatenor transmitnew paclets.

Bandwidth In this work for simplicity, we assumeun-
limited bandwidthresourcesso that frequeng scheduling
andinterferences notaproblem.

Communications source-initiatedandeachnodegener
atesnew packetswith independenfoissondistribution of
rate \. Destinationnodeis selectedaccordingto a uniform
distribution betweenthe restof the nodes. Servicetime of
a paclket over a singlelink is constantandit is denotedas
1/u, wherey is the servicerate. Time is slottedand one
slotlengthis equalto (1/u). Thenodesaresynchronizedo
starttheir transmissiorat the beginning of the slots. Trans-
missionbetweentwo adjacentnodes: andj canbe made
if:

1) Nodesi andj have one available transcever. If a
pacletcannotbetransmittediueto lack of transceiersthen
it waitsin the queueuntil afreetranscerer pairis allocated
to it by nodes: andj. Eachnodehasa separatejueuefor
all its adjacennodes.

2) Nodesi andj have the sufficient enegy to complete
datatransfer We assumethat this requiredenegy only
includesthe enegy expendedby using the transmission
power. Processingneny, E,.,., whichis spenteachtime
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atranscever is used(Eproc =
negligible.

Each node maintainsup-to-dateinformation aboutthe
residualenegy, availablenumberof transcerersandtrans-
mission power requirementsof its neighbornodes. All
nodegperiodicallybroadcasthisinformationto their neigh-
borhood.This exchangeof informationis implementedria
anunderlyinglink-level mechanismandthroughdedicated
controlchannelswhich arenot the purposeof this study

lll. Energy Efficient Routing Problem

Theadhocwirelessnetwork thatwe considelis modeled
asadirectedgraphG(V, E), whereV is thesetof nodesand
E isthesetof directedinks (4, j) wherei,jeV. Therouting
problemfor eachnodeis, selectinghe next hopfor apaclet
destinedo ary givendestinationso thatgoodcommunica-
tion performances achiezedin termsof: enegy consumed
perpaclet, volumeof transmittedraffic throughouthenet-
work lifetime anddelayper paclet.

A. TransmissionEnergy per Packet

We canexploit the ability to adjustthe RF transmission
power andmake transmissiong multiple shorthopsin or-
derto saveenepgy[1]. In minimum-enegyroutingthereis a
singleminimumtransmissio®negy pathp®¢ betweereach
nodeand ary paclet generatedht node s and destinedto
noded is routedthroughthis path. Hence consumedrans-
missionenepy (F,4) for ary pacletroutedfrom s to d can
beformulatedasfollows:

oroc/ 1) 1S assumedo be

d.;

Bu= Y Gmax{PoR(S))VsdeV @

(17.7) EPS’d

Wheretheexpressmrmax{Po,Po( 2)*} is the RF power

requiredfor errorfreetransmlssmrfrom nodei toj andd;;
is the distancebetweemodesi andj. Using alwayssome
specificminimum power pathscan causeearly enegy de-
pletionof somenodescausingearlylossof connectvity. It
is alsoprobablethat bottleneckswill occurin theseheavy-
utilized paths which causeslecreasén thethroughputand
increasan the averagedelayperpaclet.
B. Delivered Volume Throughout the Network
Lifetime

Recentworksonthesensonetworks[2] indicatethataf-
terdeathof thefirst node othernodesareloadedmorehear-
ily anddeathsoccurmuchfaster Thereforemaximizingthe
time until the deathof the first nodeis crucial for ad hoc
wirelessnetworks. We shoulddefinethe Network Lifetime
as:

Definition 1—NetworHifetime: Network lifetime is the
time until thefirst nodedies.

We canformulatethe cumulatve enegy expenditureof
nodei, E;, attimet as:

E() =+ Y (ymax(P A(S)PrvieV @

T jevi)

HereV (i) is the setof neighborf nodei and f;; is the
flow ratethroughlink (,5). The enegy expenditureof a
nodeattimet is limited by its initial enegy, which canbe
showvn as E;(t) < E;ni, Vi € V. Let's denotethe max-
imum possiblelifetime of node: asT;. Thenthe Network

Lifetime T,.+, whichis definedasthelifetime of theearliest
dying nodeis expressedsmin;cy T5.

If minimumenegy routingis madethen f;; will beequal
to l;;A/(N — 1) wherel;; be the numberof minimumen-
ergy pathswhich containslink (7, 7). In minimum enegy
routing,somenodesonthe minimumenegy pathswill face
with largerflows thanthe others,whichincreasehe enegy
expenditureaswe seefrom equation(3). We canformulate
network lifetime asfollows:

The: = min Ei(Qp
i€V 3 ey (Ui g max{ Py, Po(%2)2})

Fromtheabove expressionwe canobsenre thatif partic-
ular nodesareon alot of minimumenegy paths their cor
respondingd;; valuesincreaseandthey spendoo muchen-
ergy, which d creasethe network lifetime. As somenodes
depletetheir enegy resourcestheir flows should be for-
wardedto high-residual-engy nodesin orderto increase
thenetwork lifetime.

C. Delay

Delayis a very importantperformanceriterionfor net-
works with paclet traffic. Naturally, delayandcongestion
overalink is proportionalto the numberof pacletswaiting
onthatlink. It hasbeenpreviously indicatedin [4] thatse-
lectionof pathsthatminimizethemaximumnodaldegreein
anetwork permitsgeneratiorof efficient schedulesThisis
becauseachnodehasanequal fixedtransmissiortapacity
andtotal network load shouldbe divided amongnodesas
equalaspossiblen orderto keepeachqueuen thenetwork
stable.Herethe degreeof nodei (L;) is definedassumof
all flowsinto andoutof thenodei.e. ZjER(i) (lij + 1) In

minimum enegy routing, this nodedegreeis definitely the
numberof minimum enegy routing pathspassingthrough
theparticularnode.

Let us assumea transmissiorschedulingpolicy similar
to processossharing,in which eachadjacentink (i, j) of
nodes is senedperiodicallywith arateproportionalto f;;.
By usingLittle’ sresultandKleinrockindependencepprox-
imation this systemcan be approximatedby an M/G/1
gueueingsystem. Assumingno inefficiengy and idleness
dueto conflictswith othernodes’transcerer availabilities
we canusethe P-K formulain orderto calculatethe av-
eragedelaythrougheachlink. , we canwrite the average
gueudengthoveradirectedink i,j, namelyQij asfollows:

(4)

A D N I P L;
i — N7y z CT’L i 7N
Qij = it = N'lJH[Q(M— )+2l” ]VZJGV
(%)
Lij+ji :
wherethe expressionV;; = M}L = ILW is

the averagevacationtime betweertwo consequtie serving
timesof thequeue(i, j) andN' = N — 1.

Looking at the abore expression,decreasinghe maxi-
mumnodaldegreein the network is possibleby redirecting
flows from the congestedhodesto thelesscongesteanes.

D. Algorithmic Solution

Consideringhe limited resourcesinddistributed nature
of Ad Hocwirelessnetworks,analternatve methodologyof
routingmayberelyingonly onlocalinformationandassign-
ing eachlink (i, j) a valuethatindicatesthe costof using
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thatlink accordingto a link costmetric. Basedon the as-
signedlink metrics,distributedBellman-Ford algorithm|[3]
canbeappliedfor shortespathcomputation.To theseends,
acombinedink costmetriccanbe proposedsfollows:

. W W, .
D,.j:{ ()" (B " Q™ if B B #0

o0 otherwise

o ©)
Vi, js.ti € V(4)

Link metricis composeaf threeterms,asseen.W,, W,
andW, arethe coeficientsthatareadjustedo favor ary of
thethreeterms. This metricreflectscongestioron thatlink
(delayandstability), transmissiorpower requirementgen-
ergy) andresidualenegy (volumeof deliveredtraffic). We
will make detailedsimulationsandevaluatetheperformance
of ourroutingalgorithmin SectionV.

IV. Problem of conflict freescheduling

A. Assumptionsand Definitions

For the problemof scheduling(link activation) we use
thesamenetwork modelaswe have definedin the previous
section.We considerschedulednediumaccesschemess
opposedo random. Thereforewe shouldfirst definecolli-
sionrigorouslyin orderto studythe conflict-freelink acti-
vationproblem:

Definition2—Collision: Links (4, j) and(k, ) arecom-
petingif:

it =kori=1orj = korj =1, in otherwords,two
links have commonnodeor nodes.

The setof links that can be activatedin a conflict-free
manneris calleda conflict-freetransmissiorset. We con-
sider communicationperformanceas a utility and assign
eachlink (i, j) a dynamicallychangingutility value, W;;
accordingto a predefinedink activationutility metric. The
ultimategoalis maximizingthe sumof the utility valuesof
thelinks in theresultantsetof scheduledetof links S, i.e.
the total utility of the link activationsetU(S). However,
previous work on schedulingndicatesthat the solutionfor
finding the maximumweight link activation setis an NP-
CompletdndependenSetProblem It requiresa high com-
putationalcompleity andknowledgeof all othernodesto
be solvedin a distributed manner So we shoulddefinea
problemwhichhasamorepracticalsolution,with thetrade-
off of losingthe optimality.

Definition3—MaximalUtility Link Activation: Find a
link activationsetS suchthatif any nodetriesto activatean
outgoinglink with higherutility thanthe presentactivated
outgoing link, the resulting activation set S’ has lower
utility thansS.

B. Algorithmic Solution

For theexecutionof thedistributedalgorithm,we assume
thata processoexistsat eachnode,obgying the samealgo-
rithm andknowing initially thelink utility values(W;;) of
theadjacenbutgoing links. Thededicatedcontrolchannel
consistof controlslotsandacontrolslotis dividedinto two
sub-slotsasin Figurel.

In the requestslof(t,) a particular node broadcastsa
REQU EST signal,intendedo oneof its neighborsjn or-
derto activatethelink betweereachother In theconfirma-
tion slot(t.), the nodereceving therequesimessagéroad-
castsCON FIRM messageAll of thebroadcastedontrol
messagewcludethesourcedestinationd’s of themessage

1st N slots 2nd N slots kth N slots

e o] [o] [2] | [obalo] | o] [o] | oo | — e

[ T O A o A A A A A S o

sar —~ [i] [o[ [~

CONTROL CHANNEL

Fig.1. Thecontrolchannel.

andthe utility value of the link betweenthesetwo nodes.
The algorithmlastsfor k xN slots whereN is thenumber
of nodesandk is the numberof iterations. Any nodei re-
senesthecontrolslotsj N +i Vj < k. Theexecutionof the
algorithmis basedntheranksof nodes:

Definition4—Rank:Let j € V(i). Rankof node: at
controlslotn is equalto:

Wij, if(i,j)activated
Rank} = ¢ Wy, if(j,i)activated @)
0, otherwise

Thereforetotal utility of the link actwvation, U} at nth

controlslot,is equalto 3., Rank?.

Neighborshearthebroadcastedontrolmessageandup-
datetherankinformationat every controlslot. Supposéhat
nodei wantsto activatelink (¢, ), andthat currentlylink
(m,4) and(j, k) areactve. Whenlink (i, j) is actvated,
thenthe othertwo links shouldbe deactvated. The differ-
encein total utility of the link activation setby actvating
link (i,5) is AUR = Ul — U™ = $(2Wy; — rank} —
rank}). If eachnodei triesto activatealink (i, j) in away
to satisfy AU;: > 0, thenat eachcontrol slot total utility
improvesor at leaststaysconstant.A maximalutility link
activation setis obtainedby this algorithm becauseat the
endof thealgorithm,if any nodewantsto activatea higher
utility outgoinglink, thetotal utility decreases.

Communicatioroverheads of crucialperformancerite-
ria for this algorithm. We assuméhatonly messagdroad-
castscause@noverheadandreceptiondoesnot causeary.
Eachmessageonsistof the sourceandintendeddestina-
tion id’s of themessagandthe utility valueof thelink that
is desiredto beactivated.

C. Link Activation Utility Metric

To theseendswe proposealink activationutility metric
to be usedin the distributedalgorithm. It is formulatedas

follows:
(Qij)’y(EJR)ﬁ . R
Wy ={ @wer SET70 @®
0, otherwise

Vi, js.ti € V(j)
Here,a, 8, v andd aretheweightingexponentsTheex-
pressiony);;” encouragethe activationof congestedinks.

EJR’B discouragesactiationof links with high-enegy desti-

nationnodes By thisway queuesizesof thesdinks remain
high andthey arenot preferredin routing, which prevents
thosenodesfrom early death. P;;* encouragesctivation
of links requiringlow RF power, ‘so that their gueuesizes
remainlow andthey arepreferredfor routing consequently
As seerhere interactionof MAC andNetwork Layersis uti-

lizedin increasinghe network performanceFinally (F,-j)e
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Fig.2. Link (i,j) andits adjacentinks.

indicateghenumberof non-emptylinks adjacentolink (i)
poweredby § asin Figure2.

If we activate a link thenits adjacentlinks can not be
actvatedat the sametime. Thereforelinks having mary
non-emptyadjacentinks shouldbe discouragedrom acti-
vatingwhich canleadto increasehetranscever utilization
and decreasaveragedelay We presentthe performance
characteristicef thealgorithmsin the next section.

V. Simulation and Discussions

In this sectionwe give an illustration of the behaiour
of the proposedrouting and schedulingalgorithmsunder
changingnetwork conditionsandfor variouslink metricco-
efficients. Simulationsaremadewith the systenparameters
listedin Tablel. Figure3 depictsthe averageconsumedn-

TABLE |
SYSTEM PARAMETERS

Common Par aneters
Nunmber of Nodes (N) 15

Sl ot Duration 1 msec
Packet Arrival Rate () 0. 04-0. 065 p/ s
Length of the square area 100 neters
Transm ssion Range (dmaz) 50 neters

Nunber of Iterations (k) 2

Total Nunber of Packets 100000
Routing Simulation
(a,8,7,9) (1,1,1,1)
Scheduling Sinulation
(Wp, We, Wy) | (1,11

ergy performanceof the routing algorithmversusnetwork
load. We canobsenre thatif congestiorstateis included
in the routing metric,enegy expenditureincreasesvith in-
creasingnetwork load. Thisis expectedbecausasnetwork
load increasesflows are redirectedto the lesscongested
pathsthat are not minimum-paver paths. We alsoobsene
thatif we considemresidualenegy, spentenegy increases,
becauseve redirectflows from low enegy nodesto high
enegy nodesas enepgy resourcesleplete,and thesenewn
pathsagainrequiremorepower. Figure4 shavstheaverage
delayperformanceversusnetwork load. We seethatdelay
increaseexponentiallywith increasingnetwork load. We
also seethat delay performances the bestif we consider
queussizesin routing. Minimum enegy pathsusuallycon-
sist of multiple hops, which causescongestionand larger
delaysasin thecase(W,, W., Wy) = (1,0,0).

In theabove two casesenegy reseneswerelimited, but
enoughto keepnodesalive for the durationof the simula-
tion. Figure5 shawvs the numberof succesfullytransmitted
paclets (volume)vs. time for a more strict enegy condi-
tion. We obsene thatastime passesomenodesdie andas

Avg. Energy vs Offered Load: N=15, d _ =50

o WETWTW=T
e Wp—l We_l Wd—D
L W,ELW=0W,=0

Average Energy per Packet

1.42 L L L L
0.04 0.045 0.05 0.055 0.06 0.065

New Packet Arrival Rate (Packets/node/msec)

Fig. 3. Averageenepgy perpacletfor differentroutingmetriccoeficients

Delay vs Offered Load: N=15, dmax:50

T
o WETWTW=T
e WELW 1 W0
e Wpfl w{o W‘FO

4ot

W
S
T

n
S
T

Delay per Packet (msec)

0 L L L L
0.04 0.045 0.05 0.055 0.06 0.065
New Packet Arrival Rate (Packets/node/msec)

Fig. 4. Averagedelayperpaclet for differentroutingmetric coeficients

modelledin Sectionll, somepacketsbegin to drop. Points
A, B andC correspondo nodedeaths.We caneasilysee
thatif we includeresidualenegy into the routing metric,
network lifetime (time of first nodedeath)increasesignif-
icantly. Total volume of transmittedpacletsalsoincrease
in this case. Table Il shavs the time of first and second
nodedeaths. Here we seenumericallythatin the caseof
(W,, W, Wy) = (1,0,0), earlynodedeathsoccur

gecondlywe simulatedthe performancef the proposed
schedulingalgorithm,for a constantoutingpolicy (namely
(Wy, We, Wy) = (1,1,1)) anddifferentschedulingmetric
coeficients.

Figure 6 depictsthe consumedenegy performance As
we cansee,joint consideringof link power andcongestion
resultsin bestenegy performance.

Figure 7 shows the averagedelay characteristicversus
network load. As in the enegy characteristicsve seethat
schedulingschemesave a relatively modestperformance
difference Howeverwe canobserethatconsideringjueue
sizesand blocking effects togetherin scheduling,results
in the bestdelayperformanceamongthe testedcoeficient
cases.

The schedulingalgorithm hasalso a slight positive ef-
fect on the network lifetime, throughput. Table Il shows
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Fig.5. Network Lifetime for differentroutingmetriccoeficients

Avg. Energy vs Offered Load: N=15, d__ =50
1585 . . .

—5 a=1p=0y=16=0

Average Energy per Packet

1.54 L L L L
0.04 0.045 0.05 0.055 0.06 0.065
New Packet Arrival Rate (packets/node/msec)

Fig.6. Averageenegy perpaclet for differentschedulingmetric coefi-
cients

thetime of thefirst andsecondhodedeaths.We seethat if

Delay vs Offered Load: N=15, d_ =50
75 T T T
—— a=1p=0y=0 6=0

— a=1p=1y=0 6=0 3
-8 a=1B=0y=16=0
7L |- a=1p=0y=06=1

Delay per Packet (msec)

L L L
0.06 0.065

L
0.04 0.045

0.05 0.055
New Packet Arrival Rate (Packets/node/msec)

Fig. 7. Averagedelayper paclet for differentschedulingmetric coefi-
cients

we chooses = 1, network lifetime increasesignificantly
whencomparedo thecased = 0, whereg is thecoeficient
correspondingo theresidualnodeenegy.

Tablelll depictscommunicatioroverheadtharacteristics
for changingnetwork size and numberof links. We can

obsere thatasthe ratio 4ze= increasesthe overheadde-

creasedecausaenodeshave a greatercoverageof the net-
work.

TABLE I
NODE DEATH TIMES: (Wp, We, Wyg) = (1,1, 1).

(0,8,7,0) || (1,0,0,0) | (1,1,0,0) | (1,0,1,0) | (1,0,0,1)
1%%node 31.31 31.55 31,27 31. 30
2"4node 31.83 31.93 31.91 31.78

TABLE Il

AVERAGE NUMBER OF CONTROL PACKETS (PACKETS/NODE/TIME
sLom): k=2, (a,8,7,0) = (1,1,1,1)

k=1 N=10 | N=15 | N=20 | N=25 | N =30
dmaz = 40 0. 393 0.413 0.545 | 0.904 0.928
dmaz = 50 0. 301 0. 329 0. 415 0. 545 0.638
dmaz = 60 0. 297 0.318 0. 391 0.516 0. 616
dmaz = 70 0. 295 0. 317 0. 388 0.513 0.616

VI. Conclusions

Enegy efficiengy in wirelessad hoc networks involves
numeroustrade-ofs and requiresa multilayer stratgy to
be maintained. In this paperwe have adressedsome of
thesetrade-ofs and proposedlink metric-basedenegy-
efficient distributed routing and schedulingalgorithmsfor
ad hoc wireless networks supportingconnectionlesgraf-
fic. Basedon the simulationstudy we concludethata link
metric-basedgbolicy jointly consideringransmissiorpower
requirementsiesidualenegy information,link queuesizes
andtranscever utilization providesa betterperformancen
termsof enegy consumptionaveragedelay anddelivered
traffic volume?

References

[1] A. Michail, A. Ephremides Eneigy-eficient Routingfor Connection-
oriented Traffic in Ad-hocWrelessNetworks Personalndoor and
Mobile RadioCommunications2000, PIMRC 2000.

[2] J.H. ChangandL. Tassiulas,Routingfor MaximumSystentifetime
in WirelessAd-hocNetworks in Proceedingsf 37th Annual Allerton
Conferencen CommunicationControlandComputing,1999.

[3] D.BertsekasR. Gallager Data Networks Prentice-Hallnc., 1992.

[4] B. HajekandG. Sasaki, Link Sdhedulingin PolynomialTime |IEEE
Trans.Inform. Theory Vol. 34,pp.910-917,Septemberl988.

[5] T.ElbattandA. Ephremides,Joint Shedulingand Power Contol for
WirelessAd Hoc Networks IEEE INFOCOM 2002, June2002.

[6] I. CidonandM. Sidi, Distributed AssignmenAlgorithmsfor Multi-
Hop Packet-RadioNetworks |IEEE Transaction®n Computers,Vol.
38,No.10pp. 1353-1361,0ctoberl 989.

I Thewiews andconclusionsontainedn this documenarethoseof the
authorsandshouldnot be interpretedasrepresentinghe official policies,
eitherexpressedr implied, of the Army Researcliaboratoryor theU. S.
Government.

1159



	MAIN MENU
	PREVIOUS MENU
	---------------------------------
	Search CD-ROM
	Search Results
	Print

	copyright: 0-7803-7576-9/02$17.00 © 2002 IEEE
	01: 1155
	02: 1156
	03: 1157
	04: 1158
	05: 1159


