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Abstract
In this paper we addressthe problemsof routing and

scheduling in resource-limited ad hoc wirelessnetworks
supportingconnectionlesstraffic. Motivatedby the novel
challengesandtrade-offsintroducedbyadhocwirelessnet-
works,weproposelink metric-baseddistributedroutingand
schedulingalgorithms.We considerlimited transceiver, en-
ergy and unlimited bandwidthconditionsand our perfor-
mancecriteria are average consumedenergy, delay, net-
work lifetime and communicationoverheadcausedby the
schedulingalgorithm. We evaluatethe performanceof the
metricsbydetailedsimulations.

I. Intr oduction
Efficient utilization of resourcesis of paramountimpor-

tancefor adhocwirelessnetworks,sincemobilenodeswith
limited energy andantennashave anadditionalfunctionof
packetrelayingin asharedmedium.Nodeshavetwo impor-
tantnetwork control functionssuchasroutingandmedium
access,which shouldbeaccomplishedin a way to save en-
ergy, decreasedelayandmaintainnetwork connectivity in
thepresenceof limited resources.

Routingandschedulingin resourcelimited adhocwire-
lessnetworkswasstudiedunderavarietyof assumptions.In
[1], asetof metricswasproposedfor thecomputationof the
minimum-costpathsin statictopologies,for theconnection-
orientedtraffic case.Connectionlesstraffic wasstudiedfor
sensornetworks in [2]. In [1] and [2] energy-limited op-
erationwasalsoconsideredasopposedto energy-efficient
operation.A majority of thesolutionsfor schedulingis ei-
ther not amenableto direct implementationor is basedon
a basestationor centralcontroller responsiblefor execut-
ing the proposedschedulingalgorithms,asin [4],[5]. The
work in [6] is anexamplefor distributedlink schedulingal-
gorithms.Thebasicideaof thealgorithmis reservingeach
slotof controlchannelfor a particularnode.

Our contribution with this work is as follows: We
study the problem of energy-efficient distributed routing
andschedulingfor connectionlesstraffic case,andobserve
the trade-offs betweenenergy, delayandnetwork lifetime.
As a resultwe proposelink metric-basedroutingandlink-
activation algorithmsthat are aware of the above perfor-
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mancetrade-offs. In thenext sectionweexplainthenetwork
modelthatis usedin thisstudy.

II. Network Model
We considera network with

�
nodes,randomlyspread

over a squareareaforming a staticgrid topology. Nodes
cantransmitwith any transmissionpower � suchthat ����������	��

� , where � � is the minimum requiredpower for
errorfreereception.Receivedpower ( �	����� ) vs. transmitted
power( ����� ) characteristicscanbeexpressedby,

�	������� � �����������! ��"$#&%(' ) ��� ) �������� *+� ) ��� ) ��� (1)

where , is the pathlossexponent(Typically -.�/,0�21 ).
Here ) � is assumedto be the minimum transmissiondis-
tancethat causespath loss. Maximum rangeof transmis-
sion, ) �3
&� canbeexpressedas �54�6�7984:";#=<> ) � . Theresources
of thenetwork aremodeledby:

Transceivers: In this work, we assumethat eachnode
has ?A@B�2C transceivers.Proposedalgorithmscaneasilybe
updatedfor multiple transceivers.

Energy: DE@9�F* # standsfor the initial energy of node i.
Residualenergy of nodei at time t is denotedby DHG@ �JI # .Whena nodedepletesits energy it is deadandcanneither
generatenor transmitnew packets.

Bandwidth: In this work for simplicity, we assumeun-
limited bandwidthresourcesso that frequency scheduling
andinterferenceis notaproblem.

Communicationis source-initiatedandeachnodegener-
atesnew packetswith independentPoissondistribution of
rate K . Destinationnodeis selectedaccordingto a uniform
distribution betweenthe restof thenodes.Servicetime of
a packet over a singlelink is constantandit is denotedasCMLON , where N is the servicerate. Time is slottedandone
slot lengthis equalto ��COLMN # . Thenodesaresynchronizedto
starttheir transmissionat thebeginningof theslots.Trans-
missionbetweentwo adjacentnodesP and Q canbe made
if:

1) Nodesi and j have one available transceiver. If a
packetcannotbetransmitteddueto lackof transceiversthen
it waitsin thequeueuntil a freetransceiverpair is allocated
to it by nodesP and Q . Eachnodehasa separatequeuefor
all its adjacentnodes.

2) Nodesi andj have the sufficient energy to complete
data transfer. We assumethat this requiredenergy only
includes the energy expendedby using the transmission
power. Processingenergy, D�R
��S�� , which is spenteachtime



a transceiver is used( D�R
��S��T�U�VRW��S9��LON ) is assumedto be
negligible.

Eachnodemaintainsup-to-dateinformation about the
residualenergy, availablenumberof transceiversandtrans-
mission power requirementsof its neighbornodes. All
nodesperiodicallybroadcastthis informationto theirneigh-
borhood.This exchangeof informationis implementedvia
anunderlyinglink-level mechanismandthroughdedicated
controlchannels,whicharenot thepurposeof thisstudy.

III. Energy Efficient Routing Problem
Theadhocwirelessnetwork thatweconsideris modeled

asadirectedgraphXA�ZY\[�D # , whereY is thesetof nodesandD is thesetof directedlinks ��P�[ZQ # wherei,j ]�Y . Therouting
problemfor eachnodeis, selectingthenext hopfor apacket
destinedto any givendestinationso thatgoodcommunica-
tion performanceis achievedin termsof: energy consumed
perpacket,volumeof transmittedtraffic throughoutthenet-
work lifetime anddelayperpacket.
A. TransmissionEnergy per Packet

We canexploit theability to adjusttheRF transmission
power andmake transmissionsin multiple shorthopsin or-
derto saveenergy [1]. In minimum-energyroutingthereis a
singleminimumtransmissionenergypatĥ`_�a � betweeneach
nodeand any packet generatedat node b and destinedto
node ) is routedthroughthis path.Hence,consumedtrans-
missionenergy ( D _ � ) for any packet routedfrom b to ) can
beformulatedasfollows:D _ � � cd @ a e9fhg R5i�j k � CNmlonMp(q ����[����r� ) @ e) � # 'Vs # [�tVb:[ ) ]uY (2)

where,theexpressionlonMp`q ����[����v� ��wyx��"B# ' s is theRF power
requiredfor error-freetransmissionfrom nodei to j and ) @ eis the distancebetweennodesi andj. Using alwayssome
specificminimum power pathscancauseearly energy de-
pletionof somenodes,causingearlylossof connectivity. It
is alsoprobablethatbottleneckswill occurin theseheavy-
utilized paths,which causesdecreasein thethroughputand
increasein theaveragedelayperpacket.
B. Delivered Volume Thr oughout the Network
Lifetime

Recentworksonthesensornetworks[2] indicatethataf-
terdeathof thefirst node,othernodesareloadedmoreheav-
ily anddeathsoccurmuchfaster. Thereforemaximizingthe
time until the deathof the first nodeis crucial for ad hoc
wirelessnetworks. We shoulddefinetheNetwork Lifetime
as:

Definition1—Networklifetime: Network lifetime is the
timeuntil thefirst nodedies.

We canformulatethe cumulative energy expenditureof
nodei, DE@ , at time I as:Dz@���I # � CN ce
g�{ d @ f �Z|M@ e lon}p`q � � [9� � � ) @ e) � # ' s # I&[~t(P$]uY (3)

Here ���JP # is thesetof neighborsof nodei and |M@ e is the
flow ratethroughlink ��P�[ZQ # . The energy expenditureof a
nodeat time t is limited by its initial energy, which canbe
shown as DE@���I # ��DE@��}@ � [~t(P\]mY . Let’s denotethe max-
imum possiblelifetime of node P as � @ . Thenthe Network

Lifetime, � � �~� , whichis definedasthelifetimeof theearliest
dyingnodeis expressedas lT��� @ gr� �V@ .If minimumenergyroutingis madethen | @ e will beequal
to � @ e K(L�� ��� C # where � @ e be thenumberof minimumen-
ergy pathswhich containslink �JP�[hQ # . In minimum energy
routing,somenodesontheminimumenergy pathswill face
with largerflows thantheothers,which increasetheenergy
expenditureaswe seefrom equation(3). We canformulate
network lifetime asfollows:�V� �h� � lT���@ gr� D @ �F* # N� e
g�{ d @ f �J� @ e��� %V� lon}p=q ���:[9���r� � w�x� "	# ' s #

(4)

Fromtheaboveexpressionwecanobservethatif partic-
ular nodesareon a lot of minimumenergy paths,their cor-
responding� @ e valuesincreaseandthey spendtoo muchen-
ergy, which decreasesthenetwork lifetime. As somenodes
depletetheir energy resources,their flows shouldbe for-
wardedto high-residual-energy nodesin order to increase
thenetwork lifetime.
C. Delay

Delayis a very importantperformancecriterionfor net-
works with packet traffic. Naturally, delayandcongestion
overa link is proportionalto thenumberof packetswaiting
on that link. It hasbeenpreviously indicatedin [4] thatse-
lectionof pathsthatminimizethemaximumnodaldegreein
a network permitsgenerationof efficient schedules.This is
becauseeachnodehasanequal,fixedtransmissioncapacity
andtotal network load shouldbe divided amongnodesas
equalaspossiblein orderto keepeachqueuein thenetwork
stable.Herethedegreeof node P ( � @ ) is definedassumof
all flows into andoutof thenodei.e.

� e
g�G d @ f �J��@ e�� � e @ # . In
minimumenergy routing, this nodedegreeis definitely the
numberof minimum energy routing pathspassingthrough
theparticularnode.

Let us assumea transmissionschedulingpolicy similar
to processorsharing,in which eachadjacentlink ��P�[ZQ # of
nodeP is servedperiodicallywith a rateproportionalto | @ e .By usingLittle’sresultandKleinrockindependenceapprox-
imation this systemcan be approximatedby an ��L}��LvC
queueingsystem. Assumingno inefficiency and idleness
dueto conflictswith othernodes’transceiver availabilities
we can usethe P-K formula in order to calculatethe av-
eragedelaythrougheachlink. , we canwrite the average
queuelengthovera directedlink i,j, namelyQij asfollows:� @ e � K��� � @ e � @ e � K��� � @ e CNH� � @ e ����-���N � ���� # � � @-}��@ e �¡ -`¢ [~t`P�[hQ+]uY

(5)

wherethe expressionY @ e � � x~£W¤�¥¦w�§ d!¨ w�x�© ¨ xJw f¨ w�x �ª � «¬w¨ wyx ª is
theaveragevacationtime betweentwo consequtiveserving
timesof thequeue��P�[ZQ # and

� � � �­� C .
Looking at the above expression,decreasingthe maxi-

mumnodaldegreein thenetwork is possibleby redirecting
flows from thecongestednodesto thelesscongestedones.
D. Algorithmic Solution

Consideringthe limited resourcesanddistributednature
of Ad Hocwirelessnetworks,analternativemethodologyof
routingmayberelyingonlyonlocalinformationandassign-
ing eachlink �JP�[ZQ # a valuethat indicatesthe costof using



that link accordingto a link costmetric. Basedon the as-
signedlink metrics,distributedBellman-Fordalgorithm[3]
canbeappliedfor shortestpathcomputation.To theseends,
a combinedlink costmetriccanbeproposedasfollows:® @ e �°¯ � 4 wyx4�6�7�8 #9±A² �=³`"³�´w # ±Eµ � @ e ± k P�|(D @ G [9D e G;¶�·*¸ ¹ I�º=»�¼�½zP~b�»

(6)t(P�[hQvb�¾ I~P$]u����Q #Link metricis composedof threeterms,asseen.¿uR , ¿À�
and ¿ � arethecoefficientsthatareadjustedto favor any of
thethreeterms.This metricreflectscongestionon that link
(delayandstability), transmissionpower requirements(en-
ergy) andresidualenergy (volumeof deliveredtraffic). We
will makedetailedsimulationsandevaluatetheperformance
of our routingalgorithmin SectionV.

IV. Problemof conflict fr eescheduling
A. Assumptionsand Definitions

For the problemof scheduling(link activation) we use
thesamenetwork modelaswehavedefinedin theprevious
section.We considerscheduledmediumaccessschemesas
opposedto random.Thereforewe shouldfirst definecolli-
sion rigorouslyin orderto studytheconflict-freelink acti-
vationproblem:

Definition2—Collision: Links ��P�[hQ # and �FÁ([�� # arecom-
petingif:P��°Á or PÂ�Ã� or QÀ�ÃÁ or Q.�Ã� , in otherwords,two
links havecommonnodeor nodes.

The set of links that can be activatedin a conflict-free
manneris calleda conflict-freetransmissionset. We con-
sider communicationperformanceas a utility and assign
eachlink ��P�[ZQ # a dynamicallychangingutility value, ¿ @ eaccordingto a predefinedlink activationutility metric. The
ultimategoalis maximizingthesumof theutility valuesof
thelinks in theresultantsetof scheduledsetof links Ä , i.e.
the total utility of the link activation set ÅT�FÄ # . However,
previouswork on schedulingindicatesthat thesolutionfor
finding the maximumweight link activation set is an NP-
CompleteIndependentSetProblem. It requiresa highcom-
putationalcomplexity andknowledgeof all othernodesto
be solved in a distributedmanner. So we shoulddefinea
problem,whichhasamorepracticalsolution,with thetrade-
off of losingtheoptimality.

Definition3—MaximalUtility Link Activation: Find a
link activationset Ä suchthatif any nodetriesto activatean
outgoinglink with higherutility thanthe presentactivated
outgoing link, the resulting activation set Ä � has lower
utility than Ä .
B. Algorithmic Solution

For theexecutionof thedistributedalgorithm,weassume
thata processorexistsateachnode,obeying thesamealgo-
rithm andknowing initially the link utility values( ¿.@ e ) of
theadjacent¹OÆ IhÇ ¹ PZÈ(Ç links. Thededicatedcontrolchannel
consistsof controlslotsandacontrolslot is dividedinto two
sub-slotsasin Figure1.

In the requestslot( I�� ) a particular node broadcastsaÉ D � Å�D�ÄB� signal,intendedto oneof its neighbors,in or-
derto activatethelink betweeneachother. In theconfirma-
tion slot( I�� ), thenodereceiving therequestmessagebroad-
casts?�Ê �ÌË�Í:É � message.All of thebroadcastedcontrol
messagesincludethesource,destinationid’sof themessage

t r t r t r t r t r t r t r t r t r t r t r t r t r t r t r t rtc tc tc tc tc tc tc tc tc tc tc tc tc tc tc tc

1 2 N−1 N 1 2 N−1 N 1 2 N−1 N... ... ... ...START END

1st N slots 2nd N slots kth N slots

CONTROL CHANNEL

Fig. 1. Thecontrolchannel.

and the utility valueof the link betweenthesetwo nodes.
Thealgorithmlastsfor k Î N slots, where

�
is thenumber

of nodesand Á is thenumberof iterations.Any node P re-
servesthecontrolslotsQ � � P¬t�QTÏ·Á . Theexecutionof the
algorithmis basedontheranksof nodes:

Definition4—Rank:Let QÐ]/�Ñ��P # . Rankof node P at
controlslot È is equalto:ÉÑÒ È�Á �@ � ¯ ¿ @ e [ÓP~|B�JP�[ZQ # ÒvÔ I~PhÕ Ò I�» )¿ e @9[�P�|B�!Q:[9P # ÒvÔ I~PhÕ Ò I�» )*¬[ ¹ I�º�»�¼O½EP�b�» (7)

Thereforetotal utility of the link activation, Å �@ e at È �JÖ
controlslot, is equalto �× � @ gr� ÉÂÒ È�Á �@ .

Neighborshearthebroadcastedcontrolmessagesandup-
datetherankinformationateverycontrolslot. Supposethat
nodei wantsto activate link ��P�[hQ # , andthat currently link�JØ.[9P # and �!Q:[�Á # areactive. When link �JP�[hQ # is activated,
thentheothertwo links shouldbedeactivated. Thediffer-
encein total utility of the link activation setby activating
link �JP�[hQ # is ÙoÅ �@ e �­Å �@ e � Å � %V�@ e � �× �F-:¿ @ e � ¼ Ò È�Á �@ �¼ Ò È�Á �e # . If eachnodeP triesto activatea link �JP�[ZQ # in a way
to satisfy ÙoÅ �@ eÛÚ * , thenat eachcontrol slot total utility
improvesor at leaststaysconstant.A maximalutility link
activation set is obtainedby this algorithmbecauseat the
endof thealgorithm,if any nodewantsto activatea higher-
utility outgoinglink, thetotalutility decreases.

Communicationoverheadis of crucialperformancecrite-
ria for this algorithm.We assumethatonly messagebroad-
castscausesanoverhead,andreceptiondoesnot causeany.
Eachmessageconsistsof the sourceandintendeddestina-
tion id’sof themessageandtheutility valueof thelink that
is desiredto beactivated.
C. Link Activation Utility Metric

To theseends,weproposea link activationutility metric
to be usedin the distributedalgorithm. It is formulatedas
follows:

¿.@ e � ¯ d!Ü w�x f�Ý d ³ ´x f�Þd!ß wyx fJà d 4�wyx f > [UP�|(D @ G�¶��*¸ [ ¹ I�º=»�¼O½EP�b5» (8)

t(P�[hQvb�¾ I~P$]u����Q #Here,, , á , â and ã aretheweightingexponents.Theex-
pression

� @ eWä encouragestheactivationof congestedlinks.DHGeEå discouragesactivationof links with high-energy desti-
nationnodes.By thiswayqueuesizesof theselinks remain
high andthey arenot preferredin routing, which prevents
thosenodesfrom early death. � @ e ' encouragesactivation
of links requiringlow RF power, so that their queuesizes
remainlow andthey arepreferredfor routingconsequently.
Asseenhere,interactionof MACandNetworkLayersis uti-
lized in increasingthenetwork performance.Finally � Ë @ e #9æ
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Fig. 2. Link (i,j) andits adjacentlinks.

indicatesthenumberof non-emptylinksadjacentto link (i,j)
poweredby ã asin Figure2.

If we activate a link then its adjacentlinks can not be
activatedat the sametime. Thereforelinks having many
non-emptyadjacentlinks shouldbediscouragedfrom acti-
vatingwhich canleadto increasethetransceiverutilization
and decreaseaveragedelay. We presentthe performance
characteristicsof thealgorithmsin thenext section.

V. Simulation and Discussions
In this sectionwe give an illustration of the behaviour

of the proposedrouting and schedulingalgorithmsunder
changingnetwork conditionsandfor variouslink metricco-
efficients.Simulationsaremadewith thesystemparameters
listedin TableI. Figure3 depictstheaverageconsumeden-

TABLE I
SYSTEM PARAMETERS

Common Parameters
Number of Nodes ( ç ) 15

Slot Duration 1 msec
Packet Arrival Rate ( è ) 0.04-0.065 p/ms
Length of the square area 100 meters
Transmission Range ( é
ê	ë&ì ) 50 meters
Number of Iterations ( í ) 2
Total Number of Packets 100000

Routing Simulation
( î`ïJð=ïJñ�ïFò ) (1,1,1,1)
Scheduling Simulation

( óÑô�ïZó�õ
ï~ó�ö ) (1,1,1)

ergy performanceof the routing algorithmversusnetwork
load. We can observe that if congestionstateis included
in theroutingmetric,energy expenditureincreaseswith in-
creasingnetwork load.This is expectedbecauseasnetwork
load increases,flows are redirectedto the lesscongested
pathsthatarenot minimum-power paths.We alsoobserve
that if we considerresidualenergy, spentenergy increases,
becausewe redirectflows from low energy nodesto high
energy nodesas energy resourcesdeplete,and thesenew
pathsagainrequiremorepower. Figure4 showstheaverage
delayperformanceversusnetwork load. We seethatdelay
increasesexponentiallywith increasingnetwork load. We
alsoseethat delayperformanceis the bestif we consider
queuesizesin routing.Minimum energy pathsusuallycon-
sist of multiple hops,which causescongestionand larger
delaysasin thecase�F¿uR¬[�¿À�O[�¿ � # �Ð��C�[�*¬[9* # .In theabovetwo cases,energy reserveswerelimited, but
enoughto keepnodesalive for the durationof the simula-
tion. Figure5 shows thenumberof succesfullytransmitted
packets(volume)vs. time for a morestrict energy condi-
tion. We observe thatastime passessomenodesdie andas
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modelledin SectionII, somepacketsbegin to drop. Points
A, B andC correspondto nodedeaths.We caneasilysee
that if we include residualenergy into the routing metric,
network lifetime (time of first nodedeath)increasessignif-
icantly. Total volumeof transmittedpacketsalso increase
in this case. Table II shows the time of first and second
nodedeaths. Herewe seenumericallythat in the caseof�Z¿mR¬[�¿À�O[�¿ � # �2��C�[�*¬[�* # , earlynodedeathsoccur.

Secondly, wesimulatedtheperformanceof theproposed
schedulingalgorithm,for a constantroutingpolicy (namely�Z¿ R [�¿ � [�¿ � # �÷��C:[WC�[5C # ) anddifferentschedulingmetric
coefficients.

Figure6 depictstheconsumedenergy performance.As
we cansee,joint consideringof link power andcongestion
resultsin bestenergy performance.

Figure7 shows the averagedelaycharacteristicsversus
network load. As in the energy characteristicswe seethat
schedulingschemeshave a relatively modestperformance
difference.Howeverwecanobservethatconsideringqueue
sizesand blocking effects togetherin scheduling,results
in the bestdelayperformanceamongthe testedcoefficient
cases.

The schedulingalgorithmhasalso a slight positive ef-
fect on the network lifetime, throughput. Table II shows
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we chooseáø�÷C , network lifetime increasessignificantly,
whencomparedto thecaseáÌ�;* , whereá is thecoefficient
correspondingto theresidualnodeenergy.

TableIII depictscommunicationoverheadcharacteristics
for changingnetwork size and numberof links. We can
observe that as the ratio ��6�7�8� increases,the overheadde-
creasesbecausenodeshave a greatercoverageof the net-
work.

TABLE II
NODE DEATH TIMES: ù�ó ô ïhó õ ïhó öWú`û ùJü&ï9ü&ï�ü ú .

( ' a å a ä a æ ) (1,0,0,0) (1,1,0,0) (1,0,1,0) (1,0,0,1)ü�ýhþFÿ���é�� 31.31 31.55 31,27 31.30��� ö ÿ���é�� 31.83 31.93 31.91 31.78

TABLE III
AVERAGE NUMBER OF CONTROL PACKETS (PACKETS/NODE/TIME

SLOT): í û � , ù î`ïFð=ï�ñ�ïZò ú=û ùFü&ï�ü&ï9ü&ï�ü ú
í û ü ç û ü	� ç û ü	
 ç û � � ç û � 
 ç û�� �é ê	ë&ì û�
 � 0.393 0.413 0.545 0.904 0.928é ê	ë&ì û 
�� 0.301 0.329 0.415 0.545 0.638é
ê	ë&ì û�� � 0.297 0.318 0.391 0.516 0.616é
ê	ë&ì û�� � 0.295 0.317 0.388 0.513 0.616

VI. Conclusions
Energy efficiency in wirelessad hoc networks involves

numeroustrade-offs and requiresa multilayer strategy to
be maintained. In this paperwe have adressedsomeof
thesetrade-offs and proposedlink metric-basedenergy-
efficient distributed routing and schedulingalgorithmsfor
ad hoc wirelessnetworks supportingconnectionlesstraf-
fic. Basedon thesimulationstudy, we concludethata link
metric-basedpolicy jointly consideringtransmissionpower
requirements,residualenergy information,link queuesizes
andtransceiver utilization providesa betterperformancein
termsof energy consumption,averagedelayanddelivered
traffic volume.1
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